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Introduction: Statistical methods to assess the impact of an intervention are increasingly 
used in clinical research settings. However, a comprehensive review of the methods geared 
toward practitioners is not yet available.
Methods and Materials: We provide a comprehensive review of three methods to assess 
the impact of an intervention: difference-in-differences (DID), segmented regression of 
interrupted time series (ITS), and interventional autoregressive integrated moving average 
(ARIMA). We also compare the methods, and provide illustration of their use through three 
important healthcare-related applications.
Results: In the first example, the DID estimate of the difference in health insurance coverage 
rates between expanded states and unexpanded states in the post-Medicaid expansion period 
compared to the pre-expansion period was 5.93 (95% CI, 3.99 to 7.89) percentage points. In 
the second example, a comparative segmented regression of ITS analysis showed that the 
mean imaging order appropriateness score in the emergency department at a tertiary care 
hospital exceeded that of the inpatient setting with a level change difference of 0.63 (95% CI, 
0.53 to 0.73) and a trend change difference of 0.02 (95% CI, 0.01 to 0.03) after the 
introduction of a clinical decision support tool. In the third example, the results from an 
interventional ARIMA analysis show that numbers of creatinine clearance tests decreased 
significantly within months of the start of eGFR reporting, with a magnitude of drop equal to 
−0.93 (95% CI, −1.22 to −0.64) tests per 100,000 adults and a rate of drop equal to 0.97 
(95% CI, 0.95 to 0.99) tests per 100,000 per adults per month.
Discussion: When choosing the appropriate method to model the intervention effect, it is 
necessary to consider the structure of the data, the study design, availability of an appropriate 
comparison group, sample size requirements, whether other interventions occur during the 
study window, and patterns in the data.
Keywords: difference-in-difference, interrupted time series, segmented regression, 
autoregressive integrated moving average

Introduction
The importance of evaluating the effect of an intervention through appropriate 
modeling is increasingly recognized. The intervention can be a health policy, 
such as the Affordable Care Act; continual revision of guidelines, such as the US 
cholesterol treatment guidelines; or a new diagnostic tool, such as the test for 
Coronavirus.1,2 Randomized controlled trials (RCTs) are commonly considered 
the ideal approach for assessing intervention effects, however, it is not always 
feasible or appropriate to conduct an RCT due to ethical or financial reasons. Quasi- 
experimental studies are frequently used in place of RCTs when they are not 
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feasible. However, guidelines for choosing an appropriate 
study design and statistical model to quantify the impact of 
an intervention remain limited. Approaches traditionally 
used in economic and business applications have been 
gaining popularity in clinical research. They include the 
difference-in-differences (DID), segmented regression of 
interrupted time series (ITS), and interventional autore-
gressive integrated moving average (ARIMA) 
models.3–10 These three approaches can be used to assess 
the impact of an intervention when data are collected 
longitudinally and contain pre- and post-intervention com-
ponents. Despite some similarities, each model has unique 
features that may be used to answer different types of 
research questions. Each model also has its strengths and 
limitations.

Previous studies have reviewed and summarized the 
three methods. However, this is the first comprehensive 
review of the three methods with the objective of compar-
ing and contrasting the methods and a focus on appropriate 
application in healthcare research settings.9–13 First, we 
provide details on data structure, model specification, 
assumptions/model extensions, and strengths and limita-
tions for each method. Next, we illustrate the use of each 
model to answer three distinct healthcare research ques-
tions clarifying why we chose a particular method. We 
also provide general recommendations for selecting the 
optimal model.

Methods and Materials
Difference-in-Differences (DID) Model
The DID model utilizes a quasi-experimental research 
design with two groups and two time periods. DID is 
used to estimate the impact of an intervention by compar-
ing the pre-intervention difference in the average response 
(clinical outcome) between a group exposed to the inter-
vention (treatment group) and an unexposed group (con-
trol group), to the post-intervention difference, and 
attributes the “difference-in-differences” to the effect of 
the intervention. The size and significance of the differ-
ence in differences over time is assessed through the use of 
an interaction term between an exposed-unexposed indi-
cator variable and a pre/post indicator variable.

Data Structure
Panel data or repeated cross-sectional data are typically 
used in DID modeling. Panel data consist of outcomes 
observed over multiple time periods for a number of cross- 
sectional units, e.g. individuals, healthcare units, or 

departments. Repeated cross-sectional data do not require 
the subjects in the units to be the same over time, e.g. the 
patients in a healthcare unit in 2015 may be different from 
the patients in 2016.

Model Specification
A standard DID model has the following general structure:

EðYitjXit;Tt;DiÞ ¼ g� 1 βXit þ γTt þ ρDi þ δTt � Dið Þ (1) 

where Yit is the outcome at tth time point for the ith 
subject, which can be a continuous, binary or count vari-
able; Xit is a set of time-varying covariates; Tt is a dummy 
variable indicating pre-post intervention; and Di is 
a treatment-control indicator variable.14 Parameter δ is 
the DID intervention effect estimand. Link function 
g� 1 :ð Þ relates the expected value of the outcome to the 
predictors in a linear form. In a model with an identity link 
for a continuous outcome, δ represents the difference of 
the expected mean difference in the outcome between the 
two groups comparing pre-intervention to post- 
intervention, keeping covariates Xit fixed. In the setting 
of a binary outcome where the logit link is used, δ is 
interpreted as the difference in log odds of the outcome; 
when the outcome is a count variable and a Poisson model 
with log link is used, δ is interpreted as the change in log 
relative risk of having the outcome.15 In general, if δ is 
significantly different from zero, this indicates that the 
intervention has a significant effect on the outcome of 
interest.

If the assignment of treatment is randomly conditional 
on time and group fixed effects, ordinary least squares 
(OLS) regression is an appropriate method for estimation 
of DID parameters and it is often used in repeated cross- 
sectional data.16 Because measurements within subjects 
are repeated over time in panel data, methods to account 
for the correlated nature of the data are necessary for 
statistical testing.16 A mixed effects model with 
a random intercept term is a flexible model which can be 
used to account for within-subject correlation.17 

Alternatively, a generalized estimating equation (GEE) 
approach can be adopted with a specified working correla-
tion structure, such as autoregressive.18

Assumptions/Model Extensions
The validity of the DID model relies on a few key assump-
tions. The first is the parallel trend assumption, which 
asserts that the difference between the two groups is con-
stant over time in the absence of treatment; this 
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assumption is unverifiable using the observed data, and the 
plausibility of the assumption must be addressed in theo-
retical terms.14 In practice, researchers often attempt to 
rely on statistical tests such as including a group-specific 
linear trend and using a graphic examination to empirically 
evaluate the credibility of the parallel trend assumption.9,12 

While the DID method inherently controls for time- 
invariant covariates, failure to measure and control for 
time-varying covariates can lead to erroneous 
conclusions.19,20 An additional assumption is that there 
are no spillover effects. Spillover effects occur when 
aspects of the intervention spill over and affect the control 
group.21,22 For example, a pay for performance program 
that incentivizes eligible physicians to increase cancer 
screening rates may influence non-eligible physicians, 
especially when eligible and non-eligible physicians prac-
tice at the same clinic and/or healthcare facilities. In addi-
tion, analysts are required to make standard regression 
model assumptions.

The DID model can be augmented to adapt to more 
complex settings. For instance, when serial correlation 
occurs in the residuals, parametric methods that specify 
an autocorrelation structure for the error term, or block 
bootstrap, can be considered.16 When the parallel-trend 
assumption does not hold, flexible specifications can be 
introduced to account for the differing trends, such as DID 
with a group-specific time trend, or a fully flexible DID 
which makes no parametric assumptions about the time 
trends for two groups in the absence of the intervention.23 

Similarly, when there are case-mix differences across 
groups or across time, propensity score-based DID models 
can be considered;12,24,25 for example, inverse probability 
weighting based on the estimated propensity score can be 
used instead of directly conditioning on covariates Xit in 
the DID model.12,24,25

Sample Size Requirements
The DID method does not require a lengthy observation 
period. In general, sample size requirements depend on the 
sample ratio of treated to control participants, the magni-
tude of the intervention effect, the variability of the data, 
and the correlation between pre- and post-intervention 
measures.15

Strengths and Limitations
The DID model is easy to implement, since software such 
as SAS and R have packages and/or procedures that read-
ily fit these models. Regression parameters are 

straightforward to interpret and the model allows for 
adjustment of factors that may influence the trend in the 
outcome over time, if these factors are observed and 
quantified. Furthermore, the DID model has minimal 
requirements in terms of the number of observations; in 
theory, it only requires data from two points in time per 
group. However, to check the pre-intervention parallel 
trend assumption, several pre-intervention time periods 
are useful. A potential limitation of the standard DID 
model is that it does not allow for a time-varying inter-
vention. Additionally, the DID study design is quasi- 
experimental; therefore, estimates are subject to threats 
to internal validity, potentially including selection bias, 
history bias, and maturation bias.26,27 Selection bias refers 
to differences between the treated and control groups 
which, when not properly accounted for, can result in 
biased effect estimates. History bias refers to events 
other than the intervention occurring during the study 
window that may influence the study outcome. 
Maturation bias can occur when the population changes 
over time, and these changes are not accounted for in the 
analysis. As discussed above, another limitation is that the 
parallel trend assumption is not verifiable using collected 
data.

Segmented Regression of 
Interrupted Time Series (ITS)
Segmented regression of interrupted time series (ITS) 
analysis is another quasi-experimental approach for eval-
uating the impact of an intervention. In segmented regres-
sion analyses of ITS data, the magnitude and constancy of 
the change in an outcome following an intervention is 
estimated.

Data Structure
Typically, this method requires ITS data, which are sepa-
rated by the intervention into segments. In an ITS with 
only two segments, the first segment contains a series of 
outcomes measured prior to the intervention, followed by 
the second segment which contains a series of post- 
intervention outcomes. Outcomes are aggregated and 
arranged over a period of time, for example, the proportion 
of subjects with a certain characteristic of interest, where 
the proportion is measured repeatedly over time. The unit 
of analysis in time series studies usually depends on the 
measurement frequency, which can be daily, weekly, 
monthly, quarterly or yearly.

Risk Management and Healthcare Policy 2021:14                                                                        submit your manuscript | www.dovepress.com                                                                                                                                                                                                                       

DovePress                                                                                                                         
759

Dovepress                                                                                                                                                                 Li et al

Powered by TCPDF (www.tcpdf.org)

http://www.dovepress.com
http://www.dovepress.com


Model Specification
A standard segmented regression of ITS model is speci-
fied as:

EðYtjTt; I;TafterÞ ¼ g� 1ðβo þ β1 � Tt þ β2 � I þ β3 � TafterÞ

(2) 

where Yt is the outcome at time t, Tt is a time variable 
which takes value 1 at the beginning of the observation 
window and increases with time; I is a dummy variable 
indicating whether the observation was measured after the 
intervention,Tafteris a time variable which counts the num-
ber of periods since the intervention and g� 1 :ð Þ is a link 
function. Parameter β2 is interpreted as the change in the 
level of the outcome immediately following the interven-
tion, and β3 is the change in the trend of the outcome.28

Assumptions/Model Extensions
The following assumptions are made in a segmented regres-
sion of ITS analysis: (i) the trend over time is linear; (ii) the 
cohort’s characteristics remain unchanged through the study 
period; and (iii) the residuals are independent.11 

Assumption (ii) is important because it asserts that in the 
counterfactual scenario, which is the hypothetical setting 
where the intervention did not occur, the level and trend 
in the outcome remains unchanged. This counterfactual 
scenario serves as the comparison for the observed post- 
intervention level and trend. Standard segmented regression 
models can be extended to ensure the robustness of the 
analysis when deviation from the standard model (2) arises 
due to a lagged effect, multiple change points, autocorrela-
tion, inclusion of a comparison group, and seasonality. We 
summarize the model extensions below:

● Lagged effect: The intervention may have a delayed 
effect, where a change in the trend of the outcome is 
observed in one or more time periods after the inter-
vention. Failing to account for such a delay can lead 
to erroneous effect estimates. In practice, lag periods 
are often excluded from analyses or incorporated as 
another segment in the model.28,29

● Multiple change points: Interventions can be introduced 
slowly over multiple time points. Oftentimes a plan to 
introduce an intervention is announced at one time point, 
and formally implemented some time later. In these 
cases, it may be appropriate to specify more than one 
intervention indicator variable in the regression. For 

example, the study period can be separated into three 
intervals, and model (2) can be extended as

EðYtjTt; I1; I2; TAfterIntervention1;TAfterIntervention2Þ

¼ g� 1ðβo þ β1 � Tt þ β2 � I1 þ β3 � TAfterInterntion1 þ β4
� I2 þ β5 � TAfterInterntion2Þ

(3) 

Here, β4 and β5 are interpreted as the changes in level 
and trend of the outcome after the second intervention, 
respectively.

● Autocorrelation: Standard segmented regression of 
ITS fits a least squares regression line in each seg-
ment and assumes that the error terms are uncorre-
lated. The Durbin-Watson test is often used to test for 
autocorrelation, along with a visual assessment of the 
autocorrelation function (ACF) and partial autocorre-
lation function (PACF) plots.29–31 To account for 
residual autocorrelation, an autoregressive term can 
be incorporated in the model. Alternatively, 
a Newey-West adjustment of the standard errors 
from OLS may be used.32 More complicated models, 
such as Prais regression or ARIMA, can also be 
considered; ARIMA models are discussed in detail 
in the following section.33,34

● Comparison group: The standard ITS design does 
not have a control group. Assuming that there are no 
factors other than the intervention affecting the out-
come, the counterfactual value serves as the com-
parison/control. This assumption is less plausible in 
complex healthcare settings, where more than one 
intervention or exposure over a period of time is 
likely. Therefore, investigators may choose to 
include a comparable control group, assuming the 
other factors affect both treatment and control 
groups in a similar way. This is referred to as com-
parative segmented regression of ITS.25,35 With the 
introduction of a control group, the model (2) is 
extended as:

EðYtjTt;Tafter; I; ZÞ
¼ g� 1ðβo þ β1 � Tt þ β2 � I þ β3 � Tafter þ β4 � Z þ β5
� Z � Tt þ β6 � Z � I þ β7 � Z � TafterÞ

(4) 

where Z is a treatment group indicator variable. Here, 
β4 denotes the difference in the pre-intervention responses 
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between the two groups, β5 denotes the difference in the 
pre-intervention response trend, β6 denotes the change in 
the level differences between groups post-intervention, and 
β7 denotes the change in the trend differences between 
groups post-intervention.25,29,35,36 Analysts may attempt to 
balance covariates between groups based on observed pre- 
intervention data using techniques such as the propensity 
score weighting described by Linden and Adams.35

● Seasonality: When the outcome under consideration 
exhibits nonstationary patterns, such as seasonality 
(annual periodicity within a time series) or cyclicity 
(long wave swings), characteristics of the patterns 
must be identified, removed, or modeled before the 
impact of the intervention can be analyzed. Failing to 
control for these patterns can obscure the signal and 
lead to biased estimates. For example, a sudden 
change in the level of outcomes may be due to 
a shift in deterministic seasonality or a local trend; 
alternatively, the lack of a significant change in the 
outcome after the intervention may be due to the 
same phenomena. Therefore, removing the effect of 
seasonality is necessary to separate the true interven-
tion effect from seasonal fluctuations. There are 
a range of methods for controlling for these patterns: 
inclusion of an indicator variable for the time period 
(calendar month or quarter); seasonal differencing; 
the use of more complex functions such as Fourier 
terms (pairs of sine and cosine functions) or 
splines.29 Seasonal ARIMA (SARIMA) models 
with an interventional component can also be used, 
which will be discussed in detail in the following 
section.

Sample Size Requirements
In general, the recommended number of observations for 
segmented regression of ITS is 12 time points before and 
12 time points after the intervention;28 sample size 
requirements depend on the effect size; the degree of 
autocorrelation; and whether a level change, trend change, 
or both are estimated.37

Strengths and Limitations
In general, segmented regression of ITS is straightforward 
to implement and the parameters are easily interpreted. 
The data structure is simply a series of aggregate-level 
outcome measures that are evenly spaced. These types of 
data are easier to access, since patient and/or physician 

identifiers are not needed. However, one major limitation 
is that this method cannot account for complex patterns of 
nonstationarity. The ARIMA (SARIMA) model is fre-
quently recommended when these patterns exist. In addi-
tion, a linear trend might not be realistic, especially when 
seasonality or cyclic patterns exist. More complex 
approaches can be implemented to account for non- 
stationarity or seasonality, such as the use of a spline 
function; however, this can create challenges in fitting 
the data, validating model assumptions, and interpreting 
results.

Interventional Autoregressive Integrated 
Moving Average (ARIMA) or Seasonal 
ARIMA (SARIMA) Models
The interventional ARIMA model is another type of model 
for analysis of ITS data in evaluating the impact of an 
intervention. The ARIMA model was developed by Box 
and Jenkins to describe the changes in a series of measure-
ments over time.38 The ARIMA model with intervention 
was developed to estimate the effect of an intervention 
while controlling for autocorrelation. It consists of an 
ARIMA model determined by pre-intervention observa-
tions and an intervention function.

Data Structure
The data analyzed in interventional ARIMA (SARIMA) 
models are ITS data. The unit of analysis is the same as in 
segmented regression of ITS, which can be daily, weekly, 
monthly, quarterly or yearly.

Model Specification
In contrast to DID and segmented regression of ITS, 
ARIMA models are less familiar to clinical researchers. 
ARIMA models are generally denoted as ARIMA(p,d,q), 
where parameter p is the order of the autoregressive pro-
cess, d is the degree of differencing, and q is the order of 
the moving average process. These parameters are non- 
negative integers. For example, ARIMA 1; 1; 1ð Þ is 
expressed as:

Yt � Yt� 1 ¼ μþ ;1ðYt� 1 � Yt� 2Þ þ et þ θ1et� 1 (5) 

SARIMA models are usually denoted as 
ARIMA(p,d,q)(P,D,Q)m, where m refers to the number of 
periods in each season, and the uppercase P,D,Q refer to 
the autoregressive, differencing, and moving average 
terms for the seasonal parts of the ARIMA model. For 
example, ARIMA(0, 1, 1)(0, 1, 1)12 is expressed as
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Yt � Yt� 1 ¼ μþ ;1ðYt� 12 � Yt� 13Þ þ et þ θ1et� 1
þ Θ12et� 12 þ θ1Θ12et� 13 (6) 

The ARIMA (SARIMA) model can accommodate auto-
correlation, seasonality, and other patterned fluctuations in 
outcomes. Instead of assuming the time series is linear, as 
in a simple segmented ITS regression, ARIMA (SARIMA) 
models attempt to capture temporal structures. Moreover, 
the intervention analysis in the ARIMA model is not 
restricted to modelling changes in level and slope only; 
instead, it can be used to assess more complex patterns 
that occur as a result of the intervention.

In general, the ARIMA model with an intervention 
component is formulated as:

Yt ¼ Nt þ∑
t

f ðItÞ (7) 

Where Yt is the time series outcome measured at time t, Nt is 
the pre-intervention ARIMA model and f ðIt) is the interven-
tion function at time t.39,40 The intervention can be a short- 
term event, such as a short-term advertising campaign to 
increase product sales; it can also be long-term, such as 
a change to physician practice guidelines. The intervention 
function can be chosen to accommodate different scenar-
ios: 1) abrupt onset, permanent duration; 2) abrupt onset, 
temporary duration; 3) gradual onset, permanent duration; 
or 4) gradual onset, and gradual decay. Generally, the inter-
vention function can be classified as a step or an impulse 
function.40 For example, a step function can be formulated as

f Itð Þ ¼ S tð Þ ¼
ω Lð ÞIt� b

1 � δ1L
(8) 

where ω Lð Þ ¼ ω0 � ω1L � ω2L 2- . . . - ωsL b; here, ω is 
the magnitude of the rise or drop of the series, Lis the lag 
operator, I is the indictor of intervention, b is the delay 
parameter, δ1 is the speed of the rise or drop.40,41 Details 
regarding modelling techniques can be found in several 
texts.41,42

Assumptions/Model Extensions
The main assumption in the ARIMA model with interven-
tion is that the pre-intervention process is “stable” in the 
sense that the process would have continued in the same 
way in the counterfactual setting where the intervention 
did not occur. In other words, it assumes that any changes 
to the time series stem from the intervention itself. Similar 
to segmented regression of ITS, a standard interventional 
ARIMA model requires the assumption that the character-
istics of the cohort studied remain unchanged throughout 
the study period. Analysts must properly specify the p, d, 

q parameters of the pre-intervention time series to ensure 
that the residuals are independent.41,42 When seasonality 
or cyclic patterns arise in the data, the ARIMA model is 
usually extended to a SARIMA model.

Sample Size Requirements
The ARIMA model generally requires more time points 
than a segmented regression of ITS, depending on the 
specific modelling approach and the intervention 
function.38 For standard interventional ARIMA, the rule 
of thumb is at least 50 pre-intervention observations, and 
preferably more than 100 pre-intervention observations.40 

Proper modeling of seasonality trends may require even 
more observations.41 For example, if the time series has 
a yearly seasonality trend, observations should span 
enough years to model the seasonality accurately.

Strengths and Limitations
Compared to segmented regression of ITS, the interven-
tional ARIMA (SARIMA) model has several advantages. 
Analysts can identify and control for seasonality or other 
nonstationary patterns, such as a sudden level shift caused 
by seasonal fluctuations, which are often ignored in simple 
segmented regressions. Residual autocorrelation can be 
handled or removed by properly specifying the degree of 
difference, and autoregressive and moving average para-
meters in an ARIMA model. Instead of assuming that the 
shape of the impact is linear, the intervention analysis can 
model different patterns of the impact by specifying dif-
ferent parameters in the intervention function, particularly 
when the impact is assumed to have a gradual decay form.

Compared to standard segmented regression of ITS, the 
ARIMA model does have several disadvantages. The mod-
elling process of ARIMA (SARIMA) can be complicated, in 
particular when selecting p,d,q and P,D,Q. The ACF, the 
inverse autocorrelation function (IACF), and the PACF are 
typically used to confirm appropriateness of the model’s 
parameters and seasonality components.43 ARIMA models 
may be more likely to be afflicted with instrumentation 
bias.44,45 Instrumentation bias refers to bias in the interven-
tion analysis estimates caused by changes over time in the 
way that the outcome is measured/quantified, which can 
occur over long periods of time. Also, another potential 
threat to the validity of ARIMA models is that the instru-
mentation is not calibrated to the appropriate unit of mea-
surement. For example, if the time series has a monthly 
pattern, while the interval of measurement is quarterly, the 
pattern may not be detectable or properly accounted for. 
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Unlike DID and comparative segmented regression of ITS, 
a comparison group cannot be included in an ARIMA model 
by adding group indicators, since different characteristics of 
each series determine the p,d,q ARIMA parameters. Instead, 
the model compares the post-intervention responses to the 
forecasted values from the pre-intervention ARIMA model.

Table 1 contains a summary of characteristics of the 
three methods that can be used to guide which model is 
most suitable for assessing the impact of an 
intervention.

Results
Example 1: The Impact of Medicaid 
Expansion on Health Insurance Coverage 
in a Low-Income Population
Expansion of Medicaid coverage for low-income 
Americans living below 138% of the federal poverty 
level is one of the key goals of the Affordable Care 
Act, which was signed into law in 2010.46 

Implementation of the Medicaid expansion depended 
on state-level decisions.47 On January 1, 2014, 25 states 
expanded their Medicaid eligibility and two expanded 
later in 2014. An additional 5 states implemented expan-
sions in 2015 and 2016. By September 2016, 32 states 
had expanded Medicaid coverage while the remaining 

19 states opted not to. We evaluated the impact of 
Medicaid expansion on insurance coverage among low- 
income populations by comparing states with and with-
out expanded coverage.

We derived the prevalence of health insurance cover-
age for each state from the 2012–2017 Behavioral Risk 
Factor Surveillance System (BRFSS), which collects data 
from US adults in each state regarding health-related risk 
behaviors, chronic health conditions, and access to health-
care, including health insurance. Survey respondents, 
while representative for each state, differ from year 
to year. Other studies have investigated the impact of 
Medicaid expansion at the individual level,48–50 whereas 
we utilize state-level data, where each state is the subject 
of analysis. The yearly prevalence of insurance coverage is 
calculated as the weighted proportion of those who 
answered “yes” to any type of insurance coverage among 
all respondents whose annual family income is below 
$35,000 in each state, since this subset was expected to 
show the most significant impact regarding access to 
healthcare in the expansion states.51–53 All state-level cov-
ariates are from the Centers for Disease Control and 
Prevention, including the proportion of black, Hispanic, 
female, and older (age ≥65 years) residents.54 The propor-
tion of those who are poor and living in poverty was 
calculated from Census Bureau data.55 The schedule of 

Table 1 Summary of Study Design, Data Requirements, Assumptions and Extensions of Three Statistical Approaches for Modelling the 
Impact of an Intervention

Statistical 
Approach

Study Design Data Requirements Underlying 
Assumptions

Model Extensions

DID Two-group, two-period - Repeated cross-sectional 

data 
- Panel data 

- A minimum of 1 observation 

per subject per pre/post 
intervention time period

- Parallel trend in the 

absence of intervention 
- No spillover effects 

- Independent residuals

-Serial correlation 

- Group-specific time trend 
- Propensity score-based 

analysis

Segmented 
regression of ITS

One-group, two-period - Interrupted time series 
- Requires at least 12 

observations pre/post 

- Intervention time period

- Linearity 
- No systematic change in 

the characteristics of 

cohort studied over time 
- Independent residuals

- Multiple change points 
- Autocorrelation 

- Multiple groups 

- Seasonality

Interventional 

ARIMA

One-group, two-period 

design

- Interrupted time series - Stationarity - Seasonality or cyclic pattern

- Requires at least 50 

observations

- No systematic change in 

the characteristics of 
cohort studied

- Flexible intervention function

- No factor other than the 

intervention
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expansion for each state was extracted from data compiled 
by the Kaiser Family Foundation.56

The available data are panel data, with each state as the 
cross-sectional unit, and only six yearly measurements are 
in the study window; state-specific covariates are avail-
able, and an appropriate comparison group is also avail-
able. Therefore, we used the DID model, specified as 
equation (1) with an identity link to compare the change 
in health insurance coverage before and after Medicaid 
expansion between the two groups of states, controlling 
for the state-level covariates noted above. We defined the 
treatment group as states with expanded Medicaid cover-
age by September 2016, while the control group included 
states without Medicaid expansion before 
September 2016. We defined the pre-intervention period 
as the years 2012–2013, and the post-intervention period 
as the years 2014–2017. To account for unobserved factors 
which may have influenced the decision for a state to join 
the expansion, we included state fixed effects in the DID 
regression. We also performed sensitivity analyses 
using 1) DID with a linear time trend, 2) DID with both 
a linear trend and state-fixed effect, and 3) propensity 
score-weighted DID with a state fixed-effect. We also 
present the results of a pre-trend test of interaction of 
time and treatment to examine the pre-intervention parallel 
trend assumption.

Estimates from these models are shown in Table 2. 
Medicaid expansion increased insurance coverage in the 
low-income population (Figure 1). The fixed-effect estimate 
shows an increase of 5.93 (95% CI, 3.99 to 7.89) percentage 
points in the difference of health insurance coverage 
between two groups in the post-expansion period compared 
to the pre-expansion period, slightly higher than the esti-
mates from the state fixed-effect DID model with a linear 

trend (5.47, 95% CI,4.05 to 7.86) and close to the propensity 
score-weighted estimate (5.95, 95% CI, 4.05 to 7.86). The 
tests of the parallel trend assumption show that the null 
hypothesis of a common trend holds for all models.

Example 2: Assessment of Impact of 
a Clinical Decision Support Tool in 
Increasing Appropriateness Score of 
High-Cost Imaging Orders
Electronic medical record (EMR)-embedded clinical deci-
sion support tools are recommended by Center for 
Medicare and Medicaid (CMS) to improve the appropri-
ateness of ordering high-cost imaging tests such as CT 
scans, PET scans, and MRI. Since April 2013, a digital 
version of the American College of Radiology (ACR) 
Appropriateness Criteria, ACR Select, was embedded in 
our tertiary care hospital’s EMR system, and all providers 
in inpatient and emergency department settings are 
required to use it when placing a diagnostic imaging 
order.57 The ACR Select calculates a score between 1 
and 9 which describes the increasing appropriateness of 
the imaging order corresponding to higher scores. When 
a score of 5 or less is computed, a best practice alert pops 
up with ACR Select content, which advises that the pro-
vider choose a more appropriate scan and shows recom-
mended alternatives. This ACR Select scoring tool was 
implemented with a best practice alert in silent mode in 
April 2013 and put in live mode from April 2015.

We analyzed the hospital data from April 2013 to 
June 2016, hypothesizing that the appropriateness scores 
would be improved in the emergency department setting 
but not in the inpatient setting. Our rationale for this hypoth-
esis was that only emergency department physicians were 

Table 2 Estimated Impact of Medicaid Expansion on Health Insurance Coverage Under Different DID Models

DID Model Estimated Impact of 
Expansion, δ, (95% CI) a

P value a Estimated Coefficient of Pre- 
Common Trend Test b

P value b

State fixed effect 5.93 (3.99 to 7.89) <0.001 0.64 0.436

Linear time trend 4.35 (2.32 to 6.38) <0.001 0.90 0.236

State fixed effect with linear time 

trend

5.47 (3.58 to 7.35) <0.001 0.62 0.446

Propensity score-weighted with 

state fixed effect

5.95 (4.05 to 7.86) <0.001 0.96 0.182

Notes: aThe estimated impact of the Medicaid expansion is the DID estimate of interest. bThe results of pre-trend tests of interaction, to examine the pre-intervention 
parallel trend assumption, are shown. A p value <0.05 can indicate that the pre-intervention trends are not parallel. 
Abbreviations: CI, confidence interval; DID, difference-in-differences.
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given continuing education to inform them about the value of 
the ACR Select tool. The outcome of interest was the mean 
ACR Select tool appropriateness score, computed at monthly 
intervals and stratified by treatment setting (emergency 
department vs. inpatient). We considered April 2015 as the 
start date for the intervention.

The data used in this example are time series data in 
nature; therefore, we have chosen not to use DID which 
is typically used with panel data. In addition, seasonality 
is not observed, and an appropriate comparison group is 
available; therefore, we have chosen to use comparative 
segmented regression of ITS rather than ARIMA to test 
our hypothesis. We used equation (4) with an identity link 
to fit the data. The Durbin-Watson statistic was used to 
test for serial autocorrelation of the residuals. The ACF 
and PACF of the residuals were plotted to visually 
explore residual autocorrelation, and to identify the 
order of lag.

The level of difference in appropriateness scores 
between emergency department and inpatient settings 
before the alert began was −0.22 (95% CI, −0.31 to 
−0.12); the mean score was 6.58 in the inpatient setting 
and 6.36 in the emergency department (Table 3). The trend 
difference before the intervention was −0.01 (95% CI, 
−0.02 to −0.01), with a trend of 0.01 for the inpatient setting 

and −0.002 for the emergency department setting. After the 
intervention, the mean score in the emergency department 
exceeded that in the inpatient setting with a change in the 
level of 0.63 (95% CI, 0.53 to 0.73) and a change in trend of 
0.02 (95% CI, 0.01 to 0.03) (Figure 2), suggesting that the 
ACR Select tool had a significant impact on providers in 
choosing appropriate imaging tests in the emergency 
department setting. However, the significant decrease in 
mean ACR appropriateness score in the inpatient setting 
may have been caused by another event, such as recruitment 
of few senior radiologists during this time interval, signal-
ing potential history bias. In addition, the estimate of impact 
may also be subject to selection bias, for example, the 
differences in provider practices between settings (e.g., 
case-mix of their patients) may have “explained” some of 
the difference in the appropriateness scores.

The Durbin-Watson test statistic is 2.15, showing no 
significant positive autocorrelation (P=0.553) and no 
significant negative autocorrelation (p=0.446). The 
ACF and partial PACF plots confirm that there is no 
significant autocorrelation with any lagged term and no 
order of lag term is identified (Appendix Figure A1). 
Therefore, we did not consider the Newey-West 
approach to adjust the standard error or consider auto-
regressive models.32
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Figure 1 Trend in health insurance coverage in a low-income population in the United States from 2012 to 2017.
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Example 3: The Effects of eGFR 
Reporting with Prompts on Physician 
Requests for Creatinine Clearance 
Collection in Ontario, Canada
In January 2006, all outpatient laboratories in Ontario, 
Canada began reporting estimated glomerular filtration rate 
(eGFR), a measure of kidney function which determines the 

stage of kidney disease, whenever a serum creatinine test was 
ordered.58 The Canadian Society of Nephrology endorsed the 
routine usage of eGFR reporting in patients with chronic 
kidney disease in the same year.59 To better understand the 
influence of such initiatives on clinician practice, we sought 
to examine the effects of the population-wide introduction of 
eGFR reporting with prompts on physician ordering of 24- 
hour urine collection for creatinine clearance.5

Table 3 Estimates from a Comparative Segmented Regression of ITS Analysis for Assessing the Impact of an ACR Select Tool in 
Increasing the Mean Appropriateness Score of High-Cost Imaging Orders

Parameter Interpretation Estimate (95% CI) P value

βo Pre-intervention level for control group 6.58 (6.50 to 6.66) <0.001

β1 Pre-intervention trend for control group 0.01 (0.01 to 0.01) <0.001

β2 Post-intervention level change for control group −0.24 (−0.36 to −0.12) <0.001

β3 Post-intervention trend change for control group −0.01 (−0.02 to −0.01) 0.015

β4 Pre-intervention level difference between groups −0.22 (−0.31 to −0.12) <0.001

β5 Pre-intervention trend difference between groups −0.01 (−0.02 to −0.01) <0.001

β6 Post-intervention change in the level difference 0.63 (0.53 to 0.73) <0.001

β7 Post-intervention change in the trend difference 0.02 (0.01 to 0.03) 0.019

Abbreviation: CI, confidence interval.
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Figure 2 Mean scores and predicted regression line for appropriateness scores of imaging orders in an emergency department setting versus an inpatient setting over time. 
Abbreviation: ED, emergency department.
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We obtained aggregate-level data from the author’s pre-
vious publication. The outcome of interest was the age- and 
sex-standardized monthly number of 24-hour creatinine 
clearance tests per 100,000 Ontario outpatients aged 25 
years or older, between July 1999 and July 2009. We defined 
January 2006 as the intervention date, July 1999 to 
December 2005 as the pre-intervention period, and 
January 2006 to July 2009 as the post-intervention period.

Because strong autocorrelation and a yearly cycle (indi-
cating seasonality) were detected, we used an interventional 
SARIMA model to estimate the impact of the intervention 
on the outcome of interest, with an intervention function 
and a lag time of up to 3 months. This model allowed us to 
characterize the non-linear change in the numbers of crea-
tinine clearance collections from the pre- to post-eGFR 
reporting time periods. The SARIMA model was ARIMA 
(1, 1, 1) (1, 0, 0)12 with intervention function ω Lð ÞIt� 3

1� δ1L . 
Visual examination of the ACF, IACF, and PACF plots 
confirmed the model parameter appropriateness and season-
ality. Model diagnostics were confirmed by examining the 
autocorrelations at various lags with the Ljung–Box χ2 

statistic and residual diagnostic plots (Appendix Figure A2).
The number of creatinine clearance tests decreased 

significantly within months of the start of eGFR report-
ing (Figure 3). Although the creatinine clearance tests 

appeared to decrease slightly in the absence of the 
intervention (forecasted grey line), the actual number 
of tests after the intervention dropped even more mark-
edly with a magnitude of drop equal to −0.93 (95% CI, 
−1.22 to −0.64) tests per 100,000 adults and a rate of 
drop of 0.97 (95% CI, 0.95 to 0.99) tests per 
100,000 per adults per month (Table 4). We note that 
the estimate may be afflicted with issues that threaten 
the validity. For example, events other than the popula-
tion-wide introduction of eGFR reporting may have 
occurred in the relatively long study window (history 
bias); also, the characteristics of the study population 
may have changed during the study window (maturation 
bias).
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Figure 3 Monthly numbers of 24-hour creatinine clearance collections in Ontario, Canada (adjusted for age and sex) and post-intervention forecast value.

Table 4 Parameter Estimates from a SARIMA Model with 
Intervention in Examining the Effects of eGFR Reporting with 
Prompts on Physician Requests for Creatinine Clearance 
Collection in Ontario, Canada

Parameter Interpretation Estimate, 95% CI P value

ωo Magnitude of 

change

−0.93 (−1.22 to −0.64) <0.001

δ1 Rate of change 0.97 (0.95 to 0.99) <0.001

Abbreviation: CI, confidence interval.
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Discussion
Clear and comprehensive guidance about study design, 
model specifications, assumptions, sample size require-
ments, and strengths and limitations of each of the three 
interventional analysis approaches presented in this article 
is valuable to practitioners as these methodologies are 
being rapidly adopted in clinical research.

In this article, we describe three models commonly used 
for evaluating the impact of an intervention, each with its 
own strengths, limitations, and underlying assumptions. 
When choosing the appropriate method to model the inter-
vention effect, considerations include the knowledge of the 
study design from which the data have emerged, structure 
of the data, availability of a comparison group, and other 
patterns in the data. During the design stage, if the study is 
constrained in time and an appropriate control group is 
avaiable, DID should be considered . During analysis, the 
nature of the data and the population observed over time are 
important considerations. If longitudinal aggregate-level 
data are available and the population studied is relatively 
stable, then an interrupted time series design is appropriate, 
provided there are no factors other than the intervention of 
interest and a linear time trend is observed; SARIMA 
should be considered when seasonality or a cyclic pattern 
is expected in the data.

In addition to appropriate study design and data analy-
sis, appropriate reporting of results is also important. The 
reporting of effect estimates can differ across the three 
methods. In DID, the coefficient of the interaction term, 
also called the DID estimator, is the estimand of interest in 
most contexts; investigators may also report covariate 
effects if applicable. In segmented regression of ITS ana-
lysis, the changes in the level and trend post-intervention 
are reported if there is no control group, while the differ-
ence in the change in level/trend between groups should be 
the main focus in a comparative ITS study. In an interven-
tional ARIMA analysis, the reported results typically 
include a rate parameter (rate of change), a slope para-
meter (magnitude of change), and a delay parameter, 
depending on the shape of the intervention function. 
Reporting guidance and checklists for the three methods 
reviewed in this article are available.12,31,60
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