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Purpose: This study sought to develop models with good identification for adverse out-
comes in patients with heart failure (HF) and find strong factors that affect prognosis.
Patients and Methods: A total of 5004 qualifying cases were selected, among which 498 
cases had adverse outcomes and 4506 cases were discharged after improvement. The study 
subjects were hospitalized patients diagnosed with HF from a regional cardiovascular 
hospital and the cardiology department of a medical university hospital in Shanxi Province 
of China between January 2014 and June 2019. Synthesizing minority oversampling tech-
nology combined with edited nearest neighbors (SMOTE+ENN) was used to pre-process 
unbalanced data. Traditional logistic regression (LR), k-nearest neighbor (KNN), support 
vector machine (SVM), random forest (RF), and extreme gradient boosting (XGBoost) were 
used to build risk identification models, and each model was repeated 100 times. Model 
discrimination and calibration were estimated using F1-score, the area under the receiver- 
operating characteristic curve (AUROC), and Brier score. The best performing of the five 
models was used to identify the risk of adverse outcomes and evaluate the influencing 
factors.
Results: The SME-XGBoost was the best performing model with means of F1-score 
(0.3673, 95% confidence interval [CI]: 0.3633–0.3712), AUC (0.8010, CI: 0.7974–0.8046), 
and Brier score (0.1769, CI: 0.1748–0.1789). Age, N-terminal pronatriuretic peptide, pul-
monary disease, etc. were the most significant factors of adverse outcomes in patients with 
HF.
Conclusion: The combination of SMOTE+ENN and advanced machine learning methods 
effectively improved the discrimination efficacy of adverse outcomes in HF patients, accu-
rately stratified patients at risk of adverse outcomes, and found the top factors of adverse 
outcomes. These models and factors emphasize the importance of health status data in 
determining adverse outcomes in patients with HF.
Keywords: heart failure, machine learning, SMOTE+ENN, XGBoost, SHAP

Introduction
Heart failure (HF) is the leading cause of death in most countries in the world.1 

According to reports, one in every eight deaths in the United States is due to HF.2 

Recent data show that the prevalence of HF increases as the population ages, the 
cardiovascular risk profile of the population deteriorates, and survival rates for 
patients with acute cardiovascular disease improve.3,4 HF puts a heavy burden on 
society through the extensive use of healthcare resources. Without doubt, accurately 
identifying the risk of adverse outcomes in HF is of vital importance to patients, the 
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medical system, and society as a whole. Thanks to the 
digitization of medical information, particularly the intro-
duction of electronic medical records (EMR) and the phe-
nomenon of big data,5 researchers have been provided 
with massive amounts of available data. Moreover, the 
rise of machine learning (ML) algorithms6–8 offers 
researchers with new powerful tools. In fact, many 
researchers are currently focusing on risk identification 
using ML; however, it has not yet achieved high accuracy 
for the identification of HF related events.9 The reasons 
can be summarized as follows: first, medical data often 
show severe category imbalances, but many studies have 
ignored this problem, leading to predictions biased to most 
categories; second, the variable screening methods of 
many studies are laggard, and the influence of variables 
is not considered comprehensively; third, some studies 
have not improved model selection and parameter optimi-
zation despite of the presence of advanced ML models and 
parameter optimization methods.

Accordingly, our aim was to use ML methods to 
address the limitations of the previously proposed models, 
especially for the unbalanced data processing, and even-
tually establish an ML model that can well identify the risk 
of adverse outcomes in HF patients and find strong influ-
encing factors, so as to provide the basis for patients, 
doctors, and clinical researchers to initiate subsequent 
treatment and intervention measures.

Patients and Methods
Study Population
The patients for this study were enrolled according to 
inclusion and exclusion criteria from two medical centers 
in Shanxi Province of China between January 2014 and 
June 2019. The data were obtained according to the case 
report form of chronic heart failure (CHF-CRF) developed 
by our research group according to the case record content 
and HF guidelines.10 CHF-CRF included the patient’s 
demographics, medical history, physicals tatus and vitals, 
currently applied medical therapy, electrocardiogram, 
echocardiographic, and laboratory parameters.

The inclusion criteria were 1) aged ≥18 years; 2) diag-
nosed with HF, according to the guideline for the diagnosis 
and treatment of HF in China (2018)11; 3) fall under the 
New York Heart Association (NYHA) II–IV Classification; 
and 4) received HF treatment while in the hospital. Patients 
who had an acute cardiovascular event within 2 months prior 

to admission or were unable or refused to participate in the 
project for some reason were excluded.

Data Preprocessing and Feature Selection
Some variables (also called features in ML) in this study 
were missing in different ratios. Referring to relevant 
studies on missing value processing,12–14 the variables 
with a missing percentage of no more than 30% were 
retained and filled with the missForest method.15,16 The 
quantitative data were normalized, and the multi- 
categorical variables were processed by One-Hot.17 After 
initial screening by single-factor method, recursive feature 
elimination (RFE) based on random forest (RF) with five-
fold cross-validation (CV) was used to screen the overall 
features. The main idea of RFE is to repeatedly build the 
model and then select the best feature, pick out the 
selected feature, and then repeat this process on the 
remaining features until all features have been traversed.

Model Development
In addition to several commonly used supervised learning 
algorithms such as logistic regression (LR), k-nearest neigh-
bor (KNN), support vector machine (SVM), random forest 
(RF),18 we introduced extreme gradient boosting (XGBoost) 
algorithm, which has attracted a lot of attention in recent 
years due to its computational speed, generalization ability 
and high predictive performance.19,20 According to whether 
adverse outcomes occurred, 5003 patients were divided into 
training set, verification set, and test set in a 3:1:1 ratio by 
stratified random sampling. The training validation set 
(training set+verification set) and verification set were pre-
treated using the synthesizing minority oversampling tech-
nology combined with edited nearest neighbors (SMOTE 
+ENN). We used a Grid Search method with fivefold CV to 
optimize the hyperparameters of the ML models in the 
original verification set and the pretreated verification set, 
respectively, and then used the ML models with the optimal 
hyperparameters to train the original training verification set 
and the pretreated training verification set (details in 
Supplementary Table 1). Finally, the performance of each 
model was evaluated and compared in the test set. To obtain 
a more robust performance estimate, avoid reporting biased 
results and limit overfitting, we repeat the holdout method 
100 times with different random seeds and compute the 
average performance over these 100 repetitions21 (Figure 1).

SMOTE+ENN is a comprehensive sampling method 
proposed by Batista et al in 2004,22 which combines the 
SMOTE and the Wilson’s Edited Nearest Neighbor Rule 
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(ENN).23 SMOTE is an over-sampling method, and its main 
idea is to form new minority class examples by interpolating 
between several minority class examples that lie together. 
Although it can effectively improve the classification accu-
racy of the model, it can also generate noise samples and 
boundary samples. To create better defined class clusters, 
ENN is used as a data cleaning method that can remove any 
example whose class label differs from the class of at least 
two of its three nearest neighbors. Since some majority class 
examples might in vade the minority class space and vice 
versa, SMOTE+ENN reduces the possibility of overfitting 
introduced by synthetic examples.22

The KNN method is a popular classification method in 
data mining and statistics because of its simple implementa-
tion and significant classification performance.24 The idea is 
that if the majority of the k most similar samples (ie, the 
nearest neighbors in the feature space) of a sample belong to 
a certain category, the sample also belongs to this category, 

where K is usually not greater than 20. In the KNN algo-
rithm, the selected neighbors are all objects that have been 
correctly classified. This method only determines the cate-
gory to which the sample to be classified belongs based on 
the category of the nearest sample or samples.

SVM is one of the most important methods in ML, which 
is broadly applied to image recognition and image 
processing.25 It is used to classify data through approximate 
inter-class distance in high dimensional space, and can satis-
factorily solve the problems of small sample size, nonlinear-
ity, and high dimensional data recognition and classification. 
The SVM looks for an optimal plane that can divide the 
sample observed in multi-dimensional space into two opti-
mal planes. This optimal plane enables the two categories to 
be separated with the greatest possible distance from the 
nearest point. On the spacing boundary, the point that deter-
mines the spacing is the support vector, and the segmented 
hyperplane is in the middle of the spacing.

Figure 1 Architecture of the system.
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An RF algorithm is a scheme that was proposed in the 
2000s by Breiman for building a predictor ensemble with 
a set of decision trees that grow in randomly selected sub-
spaces of data.26 Integration is not just a simple bagging 
integration,27 it combines the idea of bagging integration 
and feature selection. The RF classifier consists of 
a combination of tree classifiers, where each classifier is 
generated using a random vector that is independent of the 
input vector samples, and each tree votes for the most classes 
to classify the input vector. Numerous studies conducted 
worldwide have shown that RF algorithms perform very 
well in classification and prediction in various fields.28

Tree boosting29 is a highly effective and widely used ML 
method. XGBoost is an ensemble learning algorithm based on 
gradient boosting theory, it is a scalable end-to-end tree 
enhancement system proposed by Chen and Guestrin in 
2016.30 Owing to its good scalability and high efficiency in 
the face of large data sets, it has been widely used by data 
scientists and has obtained the most advanced results in many 
ML challenges in recent years. Compared with the traditional 
gradient boosting decision tree, XGBoost has further improved 
the loss function, regularization, and parallelization,31 and has 
achieved good results in many application scenarios for classi-
fication problems and regression problems.

Performance Evaluation
Multiple evaluation indexes such as F1-score, the area 
under the receiver-operating characteristic curve 
(AUROC), and Brier score32 were used to comprehen-
sively evaluate the discrimination and calibration of ML 
models (details in Supplementary materials).

Model Interpretation and Feature 
Importance
We used the best-performing of the five ML models to 
assess the importance of each variable. Moreover, we 
implemented SHapley Additive exPlanations (SHAP), 
which is a recent approach to explain the output of a ML 
model, to illustrate the individual feature-level impacts. In 
brief, SHAP is an additive feature attribution method that 
provides an explanation of the tree ensemble’s overall 
impact in the form of particular feature contributions and 
is relatively consistent with human intuition.33

Software Packages
All operations were implemented in Python 3.6.5, and 
various Python modules were used to conduct the analysis. 

The GridSearchCV from sklearn.model_selection was 
used for grid search with 5-fold cross-validation. The 
SMOTEENN from imblearn.combine was used for 
SMOTE+ENN. The LogisticRegression from sklearn.line-
ar_model was used for Logistic regression. The 
KNeighborsClassifier from sklearn.neighbors was used 
for KNN. The SVC from sklearn.svm was used for 
SVM. The RandomForestClassifier from sklearn.ensemble 
was used for RF. The XGBClassifier from xgboost.sklearn 
was used for XGBoost.

Results
Patient Characteristics
A total of 5004 inpatients were included in this study, 
including 3292 males (65.79%), with an average age of 
65.73 ± 11.58 years old and 1712 females (34.21%), with 
an average age of 70.80 ± 10.32 years old. Among these 
patients, 498 patients had adverse outcomes (deterioration 
or death), 4506 patients improved and were discharged, 
and the ratio of the two types of patients was 1:9.05, which 
represents an imbalanced data set.

Variables Selected
After feature selection by single factor and the RFE-RF 
with fivefold CV, the final optimal number of features was 
44 (Figure 2, Table 1) (details in Supplementary Table 2).

Outcomes of the ML Models
Among the evaluated ML models, SME-XGBoost yielded 
the highest F1-score and AUROC. The Brier score was 
also relatively low (Table 2). Therefore, SME-XGBoost 
was used as the optimal model for further study.

Categorization of Prediction Score and 
Risk Distributions
The best performing SME-XGBoost model was used to 
identity the risk of adverse outcomes in the test set. The 
Brier score of the model was 0.1769, indicating that the 
final model was well calibrated and could accurately iden-
tify patients with adverse outcomes. The patients were 
separated into two groups, low and high prediction scores, 
using the maximal Youden’s index as an optimal cut-off 
value (0.3739) (Figure 3A). At this cut-off, the prediction 
scores was associated with a sensitivity and specificity of 
0.798 and 0.690, respectively. The distribution plots of the 
patient risk sequence identified by the model showed 
a certain aggregation of patients who had adverse 
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outcomes (Figure 3B), indicating that the model accurately 
stratified patients at low or high risk.

Model Interpretation and Feature 
Importance
SHAP plot can give physicians an intuitive understanding 
of key features in the model and it visually displays the top 
20 risk factors (Figure 4). Older age, higher value of 
N-terminal pronatriuretic peptide (NT-proBNP), direct 
bilirubin (DBIL), QRS wave, creatinine (CR), heart rate, 
glucose (GLU), red blood cell volume distribution width 
(RDW), anteroposterior diameter of right atrium (RA), 
diastolic pressure (DP), and lower value of albumin 
(ALB), urine-specific gravity (SG), systolic pressure, red 
blood cells (RBC), chloride ion concentration (CL) were 
associated with higher risk probability of adverse out-
comes in patients with HF. In addition, pulmonary disease 
(PUMONARY), high level of New York Heart 
Association (NYHA) clinical classifications, and pulmon-
ary aortic valve regurgitation (PVSIAI-1) were also higher 
risk factors for adverse outcomes.

Discussion
HF damages the quality of life more than almost any other 
chronic diseases.4 Accurate identification of prognostic 
risks is fundamental to patient-centered care, both in 
selecting treatment strategies and in informing patients as 
a foundation for shared decision making.32 Although pub-
lished reports are abundant with different models identify-
ing the risk of either mortality or hospitalizations in 

patients with HF,34 the present study extends this knowl-
edge in several important ways. First, most standard algo-
rithms assume or expect balanced class distributions or 
equal misclassification costs. When presented with imbal-
anced data sets these algorithms fail to properly represent 
the distributive characteristics of the data, and thus provid-
ing unfavorable accuracies across the classes of the data.35 

Unfortunately, in the field of biomedicine, unbalanced data 
are ubiquitous, as the number of healthy people for whom 
medical data has been collected is often much larger than 
that of unhealthy ones. This provides us with new chal-
lenges in exploring disease risk identification models. If 
the problem of category imbalance was ignored, the risk 
identification model built with imbalanced data sets tends 
to envisage a higher accuracy rate for the majority class 
and ignore the minority class. The detailed performance is 
that the F1-score of the models is very close to or even 
equal to 0. It indicates that the ability of the model to 
identify true positive outcomes is very poor, which can be 
confirmed in our study (Table 2). Studies have shown that 
for several base classifiers, a balanced data set provides 
improved over all classification performance compared to 
an imbalanced data set.36,37 Thus, it is essential to use an 
effective preprocessing method to deal with imbalances 
before modeling so as to improve the accuracy of the 
model.38 In some reports, SMOTE is a typical oversam-
pling technique which can effectively deal with the imbal-
anced data. However, it brings noise and other problems, 
affecting the classification accuracy.39 Our study extends 
this knowledge in an effective way. We used SMOTE 
+ENN to preprocess the data. In addition to the data 

Figure 2 Results of feature screening by RFE-RF with fivefold CV.
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imbalance issue, this method also solved the problem that 
the SMOTE algorithm is prone to overlapping data and 
noise. The performance of each model constructed on the 
data processed by SMOTE+ENN improved significantly in 
the study, particularly for F1-score as indicator that reflect 
the detection rate of positive events. The above results 
show that SMOTE+ENN can effectively solve the pro-
blem of classification deviation caused by unbalanced 
data and provide a reference for future classification pre-
diction research of imbalanced data. Second, most of the 
previous models were developed using traditional statisti-
cal approaches. However, the new alternatives, such as 
ML–based models, have remained not under used.40 

Advanced statistical tools and ML methods can improve 
the risk identification ability of traditional statistical tech-
niques in various ways.41 In our study, in addition to the 
advanced ML model, other ML knowledge that has been 
shown to effectively improve the performance of risk 
identification models was also used, such as the missing 
value filling based on missForest, feature selection based 
on RFECV, and hyperparameter optimization based on 
GridSearchCV. Among the evaluated models, SME- 
XGBoost demonstrated the best performance, and this 
algorithm was used to evaluate the impact factors. 
XGBoost combining SMOTE+ENN forms the foundation 
for future testing of the clinical utility with more accurate 
risk stratification of patients’ care and outcomes. Third, 
this study found that models constructed from data col-
lected by CHF-CRF can accurately identity the risk of 
adverse outcomes. If combined with rigorous clinical 
trials, better risk identification results can be obtained, 
which is the next step in our research. Fourth, although 
many ML models can provide the importance of variables, 
they have difficulty explaining whether variables increase 
or decrease the occurrence of outcomes. Meanwhile, the 
lack of intuitive understanding of ML models among clin-
icians is one of the major obstacles to the implementation 
of ML in the medical field.42 In our study, we employed 
ML methods to account for feature importance in specific 
domains, apply a visual interpretation of the importance of 
each feature, and compared the accuracy of different ML 
models using risk identification for adverse outcomes in 
patients with HF.

The study ultimately included 44 variables. Majority of 
them are routinely assessed during the management of HF; 
therefore, they are readily available from EMR. In our 
study, we found that age, systolic pressure, creatinine, 
NYHA, and NT-proBNP were important factors of adverse 
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outcomes, which is consistent with the results of a recent 
systematic review of 117 HF predictive models.43 

Meanwhile, the importance of these factors has also been 
confirmed in other studies.32,44,45 However, several highly 
important factors of adverse outcomes from the present 
study such as pulmonary disease, albumin, DBIL, QRS, 
SG and CL were not reported in previous studies to the 
best of our knowledge. It suggests that these factors should 

be paid more attention in the future and it also provides 
a new basis for the future study of the prognosis of HF. In 
addition, some investigators found that sex, sodium, dia-
betes, blood urea nitrogen, hemoglobin, ejection fraction, 
angiotensin-converting enzyme inhibitor treatment and left 
ventricular systolic dysfunction had significant impact for 
adverse outcomes in patients with HF,40,42,45 but these 
factors did not show strong influence in this study.

Table 2 Results of ML Models for the Unbalanced Data and the Data After Pretreatment with SMOTE+ENN(SME) [Mean (95% CI)]

Models F1-Score AUC Brier Score

LR 0.0000(0.0000,0.0000) 0.7583(0.7542,0.7624) 0.7583(0.7542,0.7624)

KNN 0.0375 (0.0322,0.0429) 0.6721 (0.6675,0.6768) 0.0904 (0.0898,0.0909)

SVM 0.0000 (0.0000,0.0000) 0.7218 (0.7117,0.7318) 0.0869 (0.0865,0.0873)

RF 0.0000 (0.0000,0.0000) 0.7993 (0.7957,0.8030) 0.0796 (0.0793,0.0798)

XGBoost 0.3515 (0.3458,0.3572) 0.7918 (0.7879,0.7957) 0.1733 (0.1728,0.1737)

SME-LR 0.2914(0.2891,0.2936) 0.7819(0.7784,0.7853) 0.2801(0.2782,0.2820)

SME-KNN 0.2667 (0.2631,0.2703) 0.6481 (0.6437,0.6525) 0.3256 (0.3230,0.3283)

SME-SVM 0.1976 (0.1922,0.2030) 0.6963 (0.6925,0.7001) 0.1632 (0.1615,0.1650)

SME-RF 0.3606 (0.3567,0.3645) 0.7983 (0.7947,0.8019) 0.1577 (0.1565,0.1588)

SME-XGBoostb 0.3673 (0.3633,0.3712) 0.8010 (0.7974,0.8046) 0.1769 (0.1748,0.1789)

P valuea <0.001 <0.001 <0.001

Notes: aP value is the result of one-way analysis of variance for the three indicators of models. bAfter multiple comparisons of least-significant difference (LSD), SME- 
XGBoost is significantly different from other models.

Figure 3 Categorization threshold of prediction score (A) and prediction distributions of adverse outcomes in patients with HF (B).
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Limitations and Development
First, this study used a retrospective study—without fol-
low-up of patients—and all patient information was col-
lected in Shanxi Province, meaning it could be stored with 
a certain bias. In further, we will expand the scope of data 
collection, make full use of the advantages of EMR infor-
mation, and carry out patient follow-up, combined with 
a time factor. Meanwhile, we will collect more data from 
different hospitals and regions, and use data from different 
regions as external validation of this model. Second, the 
information collected in this study was structured data, 
further research is needed to unearth unstructured informa-
tion, and add imaging information, biomarkers, environ-
mental factors, and lifestyle habits, as well as other factors 
to improve prediction. Third, this research solves the pro-
blem of data imbalance from the data level. The next step 
is to combine this with the algorithm level. Fourth, 
although this study has achieved good results, there is 

still the possibility of further improvement. With the 
rapid development of artificial intelligence, deep learning 
has been applied to the construction of medical models. 
Future research will introduce deep learning to predict the 
prognosis of HF, and combine more extensive data and 
information to conduct research on different levels.

Conclusions
Combining SMOTE+ENN and advanced ML methods 
effectively improved the risk identification of adverse out-
comes in patients with HF, and accurately stratified 
patients at risk of adverse outcomes. This method can be 
used to solve the problem of class imbalance in medical 
data modeling in the future. Moreover, ML model and 
SHAP plot can provide intuitive explanations of what led 
to a patients’ predicted risk, thus helping clinicians better 
understand the decision-making process for disease sever-
ity assessment. The features can provide a reference for 

Figure 4 SHAP summary plots for the risk of adverse outcomes in patients with HF. The importance ranking of the top 20 risk factors with stability and interpretation using 
SME-XGBoost model. The SHAP value (x-axis) is a unified index responding to the impact of a feature in the model. In each feature importance row, all patients’ attribution 
to outcome were plotted using different color dots, in which the red dot represented high risk value and the blue dot represented low risk value.
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intervention and the models can be used by clinicians as an 
important tool for identifying the high-risk patients.
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