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Purpose: As global aging progresses, the health management of chronic diseases has 
become an important issue of concern to governments. Influenced by the aging of its 
population and improvements in the medical system and healthcare in general, Taiwan’s 
population of patients with chronic kidney disease (CKD) has tended to grow year by year, 
including the incidence of high-risk cases that pose major health hazards to the elderly and 
middle-aged populations.
Methods: This study analyzed the annual health screening data for 65,394 people from 2010 
to 2015 sourced from the MJ Group – a major health screening center in Taiwan – including 
data for 18 risk indicators. We used five prediction model analysis methods, namely, logistic 
regression (LR) analysis, C5.0 decision tree (C5.0) analysis, stochastic gradient boosting 
(SGB) analysis, multivariate adaptive regression splines (MARS), and eXtreme gradient 
boosting (XGboost), with estimated glomerular filtration rate (e-GFR) data to determine 
G3a, G3b & G4 stage CKD risk factors.
Results: The LR analysis (AUC=0.848), SGB analysis (AUC=0.855), and XGboost 
(AUC=0.858) generated similar classification performance levels and all outperformed the 
C5.0 and MARS methods. The study results showed that in terms of CKD risk factors, blood 
urea nitrogen (BUN) and uric acid (UA) were identified as the first and second most 
important indicators in the models of all five analysis methods, and they were also clinically 
recognized as the major risk factors. The results for systolic blood pressure (SBP), SGPT, 
SGOT, and LDL were similar to those of a related study. Interestingly, however, socio-
economic status-related education was found to be the third important indicator in all three of 
the better performing analysis methods, indicating that it is more important than the other 
risk indicators of this study, which had different levels of importance according to the 
different methods.
Conclusion: The five prediction model methods can provide high and similar classification 
performance in this study. Based on the results of this study, it is recommended that 
education as the socioeconomic status should be an important factor for CKD, as high 
educational level showed a negative and highly significant correlation with CKD. The 
findings of this study should also be of value for further discussions and follow-up research.
Keywords: chronic kidney disease, health screening, machine learning algorithms, risk 
indicators assessment, education

Introduction
As global aging progresses, the health management of chronic diseases has become 
an important issue of concern to governments. Chronic kidney disease (CKD) is 
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a disease associated with many factors, but its relative 
importance is not well known. The per capita healthcare 
expenditure for CKD in Taiwan has increased annually 
since Taiwan first began implementing its National 
Health Insurance (NHI) system in 1995. According to the 
Taiwanese Ministry of Health and Welfare’s NHI statisti-
cal data,1 as well as the Taiwan Society of Nephrology’s 
latest annual report on kidney disease in 2019,2 among the 
23.571 million people in Taiwan, the number of new 
dialysis patients in 2017 was 11,887, and the total number 
of people who needed dialysis was 82,031. In the 
same year, the cost of dialysis was 1.23 billion US dollars, 
accounting for a staggering 5.73% of the total annual NHI 
expenditure in Taiwan.3 The costs of providing care for 
end-stage renal disease (ESRD) patients are especially 
high, as Taiwan has the highest incidence and prevalence 
rates of ESRD in the world.4

The US Renal Data System (USRDS) Annual Report 
published the latest global uremia rankings. According to 
the report, the data show that the prevalence of dialysis 
patients in Taiwan and the annual incidence of dialysis are 
the highest in the world.5 CKD is a global public health 
problem and a leading cause of morbidity and mortality 
worldwide, and the number of cases worldwide in 2017 
was 69.75 million, with CKD causing 1.2 million deaths. 
The global prevalence of CKD was 9.1% in 2017.6 In the 
same year, 1.2 million individuals died of kidney disease. 
Additional 1.4 million deaths from cardiovascular disease 
were attributed to impaired kidney function, which is 
defined as having a low estimated glomerular filtration 
rate (e-GFR) or elevated urinary albumin-to-creatinine 
ratio without renal replacement therapy. The causes of 
the deterioration of CKD have been studied widely, but it 
remains necessary to find the critical factors underlying 
several causes.7

With ongoing improvements in medical treatment, the 
worldwide prevalence rate of CKD has reached 13.4% and 
continues to increase year by year, with the prevalence rate 
of CKD in women being higher than that in men.8 In 
Taiwan, a study utilizing the MJ Health-Check-Up-Based 
Population Database (MJPD) for 1994 to 2006 estimated 
the prevalence of CKD in adults at 11.93% (95% CI, 
11.66–12.28), but only 3.54% of the population reported 
knowing an individual who had the disease.9 CKD is an 
age-related disease in which kidney function decreases 
with age, while hypertension, diabetes, obesity, and early 
kidney abnormalities all accelerate the decline in kidney 
function.10 There are no obvious symptoms in the early 

stages of CKD, but if kidney function continues to decline, 
end-stage renal failure (uremia) will eventually occur, and 
patients will need to rely on peritoneal dialysis (PD), 
hemodialysis (HD), or kidney transplantation to maintain 
kidney function and their current lifestyles.

As noted above, CKD is age-related,10–12 and Taiwan’s 
population is rapidly aging, with the proportion of people 
aged 65 years and over reaching 14.05% in 2018, which is 
nearly double the proportion in 1993 (7.10%). Moreover, 
the average life expectancy in Taiwan has reached 80.69 
years old, and Taiwan has now officially met the WHO 
definition of an aged nation. According to statistics from 
Taiwan’s Ministry of the Interior13 and data from the 
National Development Council (NDC),14 the population 
over the age of 65 is growing rapidly and is expected to 
reach more than 20% of the elderly population in five 
years’ time (20.1% in 2025), such that Taiwan will for-
mally become one of the internationally defined super- 
aged countries along with Japan, South Korea, 
Singapore, and some European countries, such as 
Germany and Italy. With its aging population, the preva-
lence of end-stage kidney failure in Taiwan is also 
increasing year by year, and according to the 2019 annual 
report of kidney disease in Taiwan, the outpatient dialysis 
prevalence per million people increased from 2525 in 2008 
to 3480 in 2017, an increase of 37.82% in ten years. At the 
same time, this rapid growth in prevalence has also caused 
huge consumption of health care resources, resulting in 
heavy social and universal NHI financial burdens.2

Early CKD has no obvious symptoms, so the estimated 
glomerular filtration rate (e-GFR), which is associated 
with gender, age, and serum creatinine value, is used for 
the diagnosis of CKD.11 The renal function of CKD 
patients will gradually decline until uremia eventually 
develops, at which point the patient needs to receive HD, 
PD, or kidney transplantation. The criteria for CKD eva-
luation, classification, and stratification were first estab-
lished in 2002 by the American Kidney Foundation.15 

After many years of global expert discussion, the latest 
guidelines for chronic kidney disease were published in 
the 2012 Kidney Disease: Improving Global Outcome 
(KDIGO) guidelines, in which CKD is divided into five 
stages based on e-GFR (as shown in Table 1).16 One of the 
major standard definitions of CKD is the glomerular filtra-
tion rate (GFR) < 60 mL/min/1.73 m2 for over three 
months. In general, the assessment of CKD is mostly 
defined using the e-GFR categories for the G3a to G5 
stages.

https://doi.org/10.2147/RMHP.S319405                                                                                                                                                                                                                                

DovePress                                                                                                                                      

Risk Management and Healthcare Policy 2021:14 4402

Chiu et al                                                                                                                                                             Dovepress

Powered by TCPDF (www.tcpdf.org)Powered by TCPDF (www.tcpdf.org)

https://www.dovepress.com
https://www.dovepress.com


In Iran, 5.1% of the population aged 20–60 years 
suffered from kidney-related diseases in 2012, with age, 
hypertension, and diabetes being significant risk factors 
and proteinuria being significantly associated with 
CKD.12 Meanwhile, data collected from June 2010 to 
September 2012 in Henan, China, showed that the preva-
lence of CKD among healthy workers was 5.94%, with 
obesity, diabetes, and hypertension being risk factors.17 

The global average prevalence of CKD was 13.4% (95% 
CI=11.7–15.1%), with the stage G1 prevalence rate=3.5% 
(2.8–4.2%, G2=3.9% (2.7–5.3%), G3=7.6% (6.4–8.9%), 
G4=0.4% (0.3–0.5%), and G5=0.1% (0.1–0.1%), and the 
female prevalence rate being higher than that of men.5 

Without staging, the prevalence of CKD in US adults is 
around 11–15.6%, with the prevalence among people aged 
over 80 years being 39%,18,19 while the prevalence is 
11.2% in Australian adults, with the prevalence among 
people aged age over 65 years being 54.8%.20

According to previous studies, there are many risk factors 
related to the occurrence of CKD, including age, sex, race, 
family history, obesity, smoking, high-protein diets, anemia, 
proteinuria, and various chronic diseases, such as diabetes, 
hypertension, hyperlipidemia, metabolic syndrome (MetS), 
cardiovascular disease, and hyperuricemia.21–24 Recent stu-
dies have sought to predict rates of CKD and related chronic 
diseases using different methodologies and algorithms. 
According to research by Khalilia et al, a large amount of 
health database data is increasingly available, and many 
important disease forecasting models are being developed 
rapidly.25 Tabaei and Herman pointed out that the establish-
ment of disease prediction model is neither expensive nor 
difficult to implement and that such models offer various 
benefits and will become important tools for disease screen-
ing in the future.26 In Taiwan, our study teams and other 
relevant scholars began using decision tree algorithms in 
2008 to analyze and actively apply health care screening to 

health care, and later used health screening databases to 
further explore and compare the advantages and disadvan-
tages of different cluster technologies or algorithms for data 
exploration.27 During the same period, studies have also used 
fuzzy neural network technology to analyze various collec-
tions of medical data and have found that the alcohol hepa-
titis index “r-GT” and white blood cell (WBC) counts are 
important indicators of health hazards.28 Our research team 
also analyzed a large-scale health check-up database through 
the decision tree algorithm technique and found that the 
major prevention decision point of MetS should involve 
high levels of blood serum triglycerides (TGs),29 a result 
echoing the findings of previous studies. Lemieux et al, in 
a study of Canada’s health care system, found that controlling 
high TG levels can prevent cardiovascular disease,30 while 
Worachartcheewan et al used decision tree algorithms to 
analyze health databases and found that TGs are the most 
important factor among the five major risk factors for MetS 
in Thailand’s communities.31 Since there are common risk 
factors for CKD and MetS, these studies also provided valu-
able information for this study and other analyses of predic-
tion models for other chronic diseases.

Most of the references regarding disease prediction in 
the medical field consist of cohort studies, but the cost of 
longitudinal studies is huge and the samples used must be 
large enough, and such studies require several years of 
continuous tracking data in order to provide better quality 
research results to build prediction models. Meanwhile, 
the use of machine learning algorithms tools to analyze 
medical/healthcare databases has increased in recent years. 
For large databases, prediction models techniques have 
been widely used to identify significant variables in 
a short period of time and to improve the accuracy and 
efficiency of disease prediction.32 Relatedly, prediction 
model methods are used in this study for risk indicators 
assessment for CKD.

Table 1 The Stages of CKD in e-GFR

CKD Stage Estimated GFR (mL/min/1.73 m2) Description

G1 ≧ 90 Kidney damage with normal or increased GFR
G2 60–89 Kidney damage with mild decreased GFR

G3a 45–59 Moderate decreased GFR
G3b 30–44

G4 15–29 Severe decreased GFR

G5 < 15 (or dialysis) Kidney failure (PD or HD)

Abbreviations: CKD, chronic kidney disease; GFR, glomerular filtration rate; PD, peritoneal dialysis; HD, hemodialysis.
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There are different kinds of machine learning methods 
that can be used to construct prediction models for medi-
cal/healthcare databases.6,25,27–29 In the present study, the 
five well-known nonparametric and machine learning 
methods, including logistic regression (LR), C5.0, stochas-
tic gradient boosting (SGB), the multivariate adaptive 
regression splines (MARS), and eXtreme gradient boost-
ing (XGboost) methods, were used to build CKD predic-
tion model and evaluate the risk factor indicators since 
they are based on different concepts to build effective 
predictive algorithms. LR and MARS are nonparametric 
methods. C5.0 is a decision tree algorithm based on infor-
mation theory. SGB is an ensemble method based on 
decision trees. XGboost is a gradient tree boosting system.

Materials and Methods
Most cross-sectional studies have shown that CKD is influ-
enced by age and gender,11,18–20,22 and calculating an e-GFR 
requires three variables, namely, gender, age, and Cr., which 
is why this study analyzed risk factors to exclude those 
variables. The study subjects discussed in this study were 
healthy, sub-healthy, or sub-clinical, and the study population 
consisted of younger and/or middle-aged groups, which can 
help with the early assessment of risk factors and the estab-
lishment of predictive models to prevent CKD. Figure 1 
shows the gender and age distribution of the study population.

The datasets used were sourced from the MJ Group – 
a major health screening center in Taiwan – for the years 
2010 through 2015. The MJPD database includes data col-
lected from four MJ clinics that provide periodic health 
examinations to the center’s approximately 71,000 members 

and contains data for 201,087 cases. For this study, we kept 
the latest health examination data and discarded the other 
inappropriate data, using only 65,394 records for our analy-
sis. All subjects were heath or sub-health population which 
participates in the health screening in MJ clinics. The exclu-
sion criteria, including moderately severe disability, severe 
disability, bedridden, medication or mental status, were 
unstable, as well as other central or peripheral types of 
neurological diseases such as Dementia or Alzheimer’s dis-
ease. The variables analyzed as risk factors included body 
mass index (BMI), body fat (BF), waist circumference 
(WC), blood pressure (BP), glucose, GOT, GPT, r-GT, 
blood urea nitrogen (BUN), uric acid (UA), TGs, total 
cholesterol (T-Cho), HDL, LDL, MetS, and education indi-
cators, among others. All the datasets used were authorized 
by and received from the MJ Health Research Foundation 
(Approval No.: MJHRF-2016005A). The data application 
procedures are described at http://www.mjhrf.org/main/ 
page/release1/en/#release01. The MJPD database is accessi-
ble to academic researchers upon request. With respect to 
ethical issues regarding the usage of data in the database, the 
protocol of this study was evaluated and deemed acceptable 
by the Research Ethics Review Committee of Far Eastern 
Memorial Hospital (FEMH-IRB-107126-E, Protocol 
Version7, 2020-06-18) and the MJ Health Research 
Foundation. Regarding IRB ethics requirements, all the 
data were anonymized before analysis.

Current disease prediction models based on different 
machine learning algorithms have been applied in the 
analysis of suspected coronary artery disease, necrotizing 
enterocolitis, and hepatitis C,32–34 but the application of 

Figure 1 The gender and age distribution of the study subjects.
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such models for CKD has been rare. This study used LR, 
C5.0, SGB, MARS, and XGboost methods to build models 
as they have been widely applied in various healthcare 
and/or medical informatics applications.35–38 Moreover, 
LR, C5.0 and XGboost algorithms were also successfully 
applied in the CKD prediction research.6,39–41 The applied 
algorithm to each of the five methods was implemented in 
the corresponding R package with R software of ver-
sion 3.6.3.

For the first method, the LR algorithm models the 
relationship between binary target variable and influencing 
factors. It uses logistic function to discriminate between 
the two classes of output and has been successfully used in 
different medical fields. For building the model, LR ana-
lysis was implemented using the bolrr R package, version 
0.3.0.42 The default setting of this function was used.

The second method, C5.0 model, is an improved ver-
sion of C4.5 decision tree. Information gain measure based 
on the calculation of entropy values for parent and child 
attributes is applied to this model.43 C5.0 model is based 
on maximum “information gain ratio” of attributes to split 
the data for generating the tree. The splitting process is 
iteratively executed until there is no need for further split. 
Each split is an interpretation of the variation or impurity 
in the data. For constructing the C5.0 model, the C5.0 
R package of version 4.1.1544 was used. To find the best 
parameter set to provide a promising C5.0 model, the 
OptimClassifier R package of version 0.1.5 was imple-
mented for the parameters of the number of observations 
in any leaf node and tree pruning.45

The third method, SGB used a stage-wise manner by 
fitting each tree to the gradient of a loss function for model 
construction.46 In the SGB algorithm, according to the 
classification error information, various base learners are 
constructed in each iteration to reduce the classification 
error of the previous iteration. The algorithm is based on 
a stochastic mechanism to construct the model due to the 
fact that each iteration only uses a randomly selected 
subset of the data in the tree building process, and only 
a random subset of the input variables is assessed for 
splitting. For building the SGB model, the “gbm” package 
of R of version 6.0–8447 is used in this study. The number 
of trees, interaction depth, and learning rate (shrinkage) 
are important hyper-parameters in the SGB algorithm. The 
OptimClassifier package of version 0.1.5 is used to find 
the best parameter set of the SGB model.

The fourth method, MARS partitions the dataset into 
different clusters, with each cluster having its own regression 

equation.48 MARS utilizes few variables for modeling rela-
tionships and interactions between variables that are approxi-
mately additive or involve interactions. The first step of the 
MARS method is to employ a forward process to select all 
possible basic functions and their corresponding knots. Then, 
the generalized cross-validation criterion is utilized in 
a backward algorithm to remove all basic functions in the 
order of the least contributions to develop the best combina-
tion of existing knots. In the final step, the important vari-
ables and their values for knots of hinge functions are 
obtained. In this study, the MARS model was built by applied 
the earth R package of version 5.3.0 with default values.49

For the fifth method, XGboost is a tree-based learn-
ing algorithm of a scalable end-to-end gradient tree 
boosting system.50 Boosting is based on the ensemble 
learning concept to sequentially build many models in 
which each new model attempts to correct for the imper-
fections or inadequacies in the previous model. XGboost 
utilizes a new generalized gradient boosting decision tree 
algorithm to speed up the model construction. 
A regularization term, which uses both first-order 
and second-order derivatives to achieve a second-order 
Taylor expansion of the loss function, is employed in the 
XGboost to prevent the overfitting issue.50 In this study, 
the XGboost model was generated by using the XGboost 
R package of version 0.90.0.2.51 To find the best hyper- 
parameter set for constructing promising XGboost mod-
els, the caret R package of version 6.0–8452 was used for 
tuning the important hyper-parameters.

We randomly selected 80% of the total subjects as the 
training samples, while 20% of the total subjects were 
employed as the testing sample for measuring the out-of- 
sample predictive ability of the five machine learning meth-
ods. Moreover, a 10-fold cross-validation method was used 
for training the models for each of the five algorithms. To 
compare the performance of the five machine learning algo-
rithms based on testing samples, the classification correct-
ness was measured using receiver operating characteristic 
(ROC) curve analysis to estimate the area under the curve 
(AUC). Metrics including accuracy, sensitivity, and specifi-
city were also considered in this study. The accuracy is the 
ratio of the number of samples that are classified correctly to 
the total number of samples. The sensitivity is the ratio of 
the true positive number of samples that are classified cor-
rectly to the total number of samples that are classified as 
positive. The specificity is the ratio of the true negative 
number of samples that are correctly classified as negative 
to the total number of samples that are classified as negative. 
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The importance of all the risk factors for each model was 
determined by the packages used based on prediction 
performance.

Results
In this study, a total of 18 variables were analyzed as 
potential risk factors. That is, in the present cross- 
sectional study, e-GFR was associated with gender, age, 
and serum Cr. value,11 and the e-GFR was calculated 
based on the KDIGO guidelines16 and the Chronic 
Kidney Disease Epidemiology Collaboration (CKD-EPI) 
formula.53 To calculate the risk factors for early CKD in 
sub-healthy populations, we used the G3a; G3b & G4 
stage in to the CKD group, as Table 1 shows that subjects 

with an e-GFR > 60 mL/min/1.73 m2 (G1 and G2 group) 
were in the Non-CKD group and removed the e-GFR < 
15 mL/min/1.73 m2 (G5 group) subjects.

Table 2 shows the analysis results for the 18 variables, 
including the obesity-related factors (that is, BMI, BF, and 
WC), vital signs (SBP and DBP), and biochemical labora-
tory items (glucose, SGOT, SGPT, r-GT, BUN, UA, TG, 
T-Cho, HDL, and LDL), as well as MetS and educational 
level. As Table 2 shows that among the total of 65,394 
subjects, 96.55% had an e-GFR identifying them as non- 
CKD, and 15 variables were got statistically significantly 
different for the risk factors of CKD. The MetS-related 
indicators also got statistically significantly, The Odds 
Ratio of MetS was 2.95, and the 95% confidence interval 

Table 2 Characteristics of Participants for Predicting CKD According to Data Status

Characteristics (Mean ± SD) CKD Non-CKD Difference (95% CI) P value

N (%) 2257 (3.45%) 63,137 (96.55%) N = 65,394

BMI (Kg/m2) 24.77±3.55 23.55±3.60 1.22(1.07 to 1.37) < 0.001
Body Fat, BF (%) 26.91±7.35 26.78±6.73 0.13(0.18 to 0.43) 0.429

Waist Circumference, WC (cm) 82.84±10.08 78.30±10.25 4.54(4.12 to 4.97) < 0.001

Systolic blood pressure, SBP 127.63±20.85 114.92±16.79 12.71(11.84 to 13.58) < 0.001
Diastolic blood pressure, DBP 77.67±11.59 73.24±11.02 4.43(3.94 to 4.91) < 0.001

AC Sugar; Glucose (mg/dL) 110.80±28.49 101.89±18.02 8.91(10.1 to 7.73) < 0.001

SGOT (U/L) 26.64±12.16 23.79±11.88 2.85(2.34 to 3.36) < 0.001
SGPT (U/L) 28.51±18.94 28.34±23.43 0.17(0.63 to 0.97) 0.6811

r-GT (U/L) 29.91±23.51 27.21±24.68 2.70(1.71 to 3.69) < 0.001

BUN (mg/dL) 18.80±6.22 13.25±3.27 5.55(5.3 to 5.81) < 0.001
UA (mg/dL) 6.93±1.70 5.68±1.51 1.25(1.18 to 1.32) < 0.001

TG (mg/dL) 135.12±75.24 113.16±74.27 21.96(18.8 to 25.12) < 0.001

T-Cho (mg/dL) 200.24±36.80 195.84±33.80 4.40(2.86 to 5.94) < 0.001
HDL (mg/dL)§ 55.85±15.03 58.59±14.68 −2.74(−2.11 to −3.37) < 0.001

LDL (mg/dL) 119.41±33.43 118.11±32.00 1.30(0.1 to 2.7) 0.0695

MetS (items N)† 2.03±1.30 1.24±1.21 0.79(0.74 to 0.84) < 0.001

MetS, No. (%) CKD Non-CKD Odds Ratio (95% CI) P value

Non-MetS 1432(63.45) 52,819(83.66) 1.00 < 0.001
MetS (≥ 3 items)‡ 825(36.55) 10,318(16.34) 2.95(2.70, 3.22)

Education, No. (%) CKD Non-CKD Odds Ratio (95% CI) P value

Illiterate 114(5.05) 568(0.90) 1.00 < 0.001

Elementary school 496(21.98) 3001(4.75) 0.82(0.66, 1.03)

Secondary 212(9.39) 2300(3.64) 0.46(0.36, 0.59)
High school 419(18.56) 10,805(17.11) 0.19(0.15, 0.24)

College 350(15.51) 13,049(20.67) 0.13(0.11, 0.17)

The University 433(19.18) 22,132(35.05) 0.10(0.08, 0.12)
Graduate School 233(10.32) 11,282(17.87) 0.10(0.08, 0.13)

Notes: Data are presented as means ± standard deviation (SD) or numbers (%) as in the case; §Negative correlation in comparing with CKD vs Non-CKD; †It indicated that 
several of the five indicators representing MetS exceed the reference range value; ‡It means that at least three of the five indicators representing MetS exceed the reference 
range value; P values of excess statistically significant are from the Chi-square test, and t-test comparing subjects with and without CKD. All the statistical tests of 
independence were two-sided. 
Abbreviation: 95% CI; 95% confidence interval.
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was 2.70 to 3.22. The high educational level showed 
a negative and highly significant correlation with CKD, 
based on illiterate people, the Odds Ratio of the University 
and Graduate School were 0.10, and the 95% confidence 
intervals were 0.08 to 0.12 and 0.08 to 0.13, respectively.

Table 3 shows the classification performance of the five 
machine learning algorithms. From Table 3, it can be seen 
that the accuracy values of the LR analysis, C5.0 analysis, 
SGB analysis, the MARS, and the XGboost were 0.7773, 
0.8231, 0.7139, 0.7943, and 0.7517, respectively. The C5.0 
analysis had the best accuracy value, followed by the 
MARS. Next, with regard to sensitivity, the C5.0 analysis 
also generated the best result, with a value of 0.8280, fol-
lowed by the MARS with a value of 0.7967. For specificity, 
the SGB had the highest value of 0.8207, while the XGboost 
had the second highest value of 0.7883. In the end, for the 
AUC, it can be observed that the AUC values of the LR, 
C5.0, SGB, MARS, and XGboost methods were 0.8487, 
0.8278, 0.8552, 0.8392, and 0.8586, respectively. The 
XGboost generated the best AUC value, followed by the 
SGB and LR analyses. Figure 2 shows the ROC curves of 
the five classification methods. It shows that the XGboost 
has the best classification performance ability.

Overall, the results in Table 3 and Figure 2 show that 
the XGboost generated the best classification performance. 
The LR, C5.0, SGB, and MARS analysis also provided 
similar levels of performance to that of the XGboost. As 
the XGboost, LR, C5.0, SGB, and MARS models all 
provided high classification results, the important risk 
factors, as ranked by XGboost, LR, C5.0, SGB, and 
MARS analysis methods, are further discussed. Each 
method generated one set of important risk factors.

Table 4 shows the top five important risk factors ranked by 
the LR, C5.0, SGB, MARS and XGboost methods, respec-
tively. Note that a risk factor with a rank of 1 indicates that it is 
the most important risk factor. From the Table, it can be seen 
that there are seven risk factors, including BUN, UA, 
Education, SGOT, SGPT, SBP, and LDL, are selected. 

Moreover, BUN, UA, and Education are all ranked as the 
top three important risk factors in all five models, with only 
a different ranking. Under LR, C5.0, SGB, and XGboost 
methods, Education is considered as the third important risk 
factor. In the MARS, Education is ranked as the second impor-
tant risk factor. For SGOT and LDL, they are all selected once 
by different methods. SGPT is ranked as the 5th by using the 
LR, SGB, MARS, and XGboost methods; SBP is ranked as 
the 4th in the C5.0, SGB, MARS, and XGboost methods.

Discussion
Based on the results, seven important risk factors of CKD, 
namely, BUN, UA, Education, SBP, SGPT, SGOT, and 
LDL, were screened, with some of the results being simi-
lar to those of most related studies.6,11,18–24,55 BUN, UA, 
and Education were found to be the three most important 
factors, followed by SBP, SGPT, SGOT, and LDL. We 
then further analyzed the Education indicator of the impor-
tant CKD risk factors. Figure 3 shows a histogram of each 
educational level and odds ratio in the education indicator 
with CKD & non-CKD classes.

In terms of clinical concepts, BUN, UA, MetS and the 
other laboratory indicators are undoubtedly commonly 
recognized risk factors. However, in this study, educa-
tional level showed different results when analyzed using 
the analytical methods, high educational level showed 
a negative and highly significant correlation with CKD, 
which indicates that the lower education population may 
get the higher the risk of developing early CKD.

That low educational level was associated with more 
CKD and less health awareness might not be surprising, 
but the magnitude of excess and its overall implications 
were of concern. Participants with high educational levels 
had a rate of chronic kidney disease that was nearly a tenth 
lower than did those with low education. People, who are 
less educated, by having poorer lifestyles and less access 
to timely care, tend to have more risk factors related to 
CKD, such as diabetes and hypertension.56 The prevalence 

Table 3 Classification Performance Comparison

Methods Accuracy Sensitivity Specificity AUC

LR 0.7773 0.7782 0.7516 0.8487

C5.0 0.8231 0.8280 0.6890 0.8278
SGB 0.7139 0.7100 0.8207 0.8552

MARS 0.7943 0.7967 0.7300 0.8392

XGboost 0.7517 0.7503 0.7883 0.8586

Abbreviations: LR, logistic regression; C5.0, C5.0 decision tree; SGB, stochastic gradient boosting; MARS, multivariate adaptive regression splines; XGboost, extreme 
gradient boosting; AUC, area under curve.
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of chronic kidney disease was substantially higher in the 
group with low socioeconomic status than in the high- 
status group.9

In a study from Taiwan by Shih et al,6 the experimental 
results showed that the urine protein and creatinine ratio 
(UPCR), proteinuria (PRO), red blood cell (RBC) count, 
glucose fasting (GLU) level, TG, and T-Cho, as well as 
age and gender, were important risk factors for early CKD 
prediction. However, this study also determined CKD by 
using the G1 stage (e-GFR ≧ 90 mL/min/1.73 m2) to 
indicate non-CKD; the subjects of G2 stage were not 
rigorous when it was used to represent and indicate the 
CKD patients. Also, there were other differences between 
the two studies, including differences in the methods of 
research analysis used, as well as differences in the types 
of study subjects and variables of risk factors discussed. In 
addition, the subjects of this study included the north, 
central, and southern ethnic groups of Taiwan, and this 
study analyzed a larger number of study subjects while 
also comparing different decision-making analysis calcu-
lation methods.

A recent study by Chang et al55 found that, of a total of 
297,603 participants, 29.7% had reduced e-GFR, with the 
G1 and G2 stages (e-GFR > 60 mL/min/1.73 m2) being 
used as the non-CKD criteria. The study used a health 
examination database for the elderly and evaluated the 
data using regression and stratification analyses. This 
study is similar to our study using the same criteria but 
only focuses on people over the age of 65 in the elderly. In 
addition, age, gender, BMI, and socioeconomic factors 
were lifestyle factors that showed statistical significance 
in this study. This means that the obesity-related indicators 
and socioeconomic factors are important for CKD 
evaluations.

Limitations
The source of a single dataset and the lack of continuity of 
data analysis were the main limitations of this study. 
Subsequent studies can further explore the composition 
of different genders, age groups, and other position var-
iants. In addition, this study was the same as those that 
used cross-sectional data, in that we estimated the 

Table 4 The Top Five Important Risk Factors Ranked by the LR, C5.0, SGB, MARS and XGboost Methods

Variable Rank LR C5.0 SGB MARS XGboost

1* BUN BUN BUN BUN BUN

2 UA UA UA Education UA
3 Education Education Education UA Education

4 SGOT SBP SBP SBP SBP

5 SGPT LDL SGPT SGPT SGPT

Notes: *BUN is the leading factor, its relative importance cause of it and Cr. both are protein catabolism waste products and are highly correlated, BUN level is subject to 
various clinical conditions and is not considered as reliable as serum Cr. to determine renal function.54

Figure 2 ROC curves of the five machine learning algorithms methods.
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influence factors and speculated as to the possible effects, 
but this did not represent causal inference. A retrospective 
study using longitudinal analysis should constitute a better 
way to determine causal inferences.

Conclusions
Data for 65,394 different subjects sourced from a health 
screening database were used in this study, and we performed 
five machine learning algorithms including LR, C5.0, SGB, 
MARS and XGboost to analyze the data and then compared 
their performances. The empirical results show that the five 
‘machine learning algorithms methods can provide high and 
similar classification performance in this study. The XGboost 
method can generate a better classification result than the 
four competing methods. The seven most important risk 
factors including BUN, UA, Education, SBP, SGPT, SGOT, 
and LDL were identified. In addition to BUN and UA, the 
present study found that Education is more important than 
other indicators. The lower the education population may get 

the higher the risk of developing early CKD, but the reason 
why people of lower socioeconomic status had a higher rate 
of CKD has not received wide recognition and discussion. 
This finding is worthy of further study and analysis through 
longitudinal or prospective studies. Moreover, such studies 
are warranted in general for confirmation and extrapolation 
of the findings of the current study.

The subject of the innovative application to CKD patient 
potential groups and healthcare issues, this study compares 
different algorithms and re-verifies the relevant risk factors, 
especially at a prominent educational level. The education 
used to represent socioeconomic status is a limitation of this 
study. Although education is an imperfect proxy, it is avail-
able for almost all study participants, whereas not everyone 
has an occupation or an income. We suggest that govern-
ment health units should pay attention to increase health 
awareness for people with lower educational levels in order 
to improve the effectiveness of CKD prevention and 
treatment.

Figure 3 Histogram of each educational level and odds ratio in the education indicator with CKD & non-CKD classes.
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