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Objective: To evaluate the evidence of artificial neural network (NNs) techniques in diagnosing ischemic stroke (IS) in adults.
Methods: The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) was utilized as a guideline for this 
review. PubMed, MEDLINE, Web of Science, and CINAHL Plus Full Text were searched to identify studies published between 2018 
and 2022, reporting using NNs in IS diagnosis. The Critical Appraisal Checklist for Diagnostic Test Accuracy Studies was adopted to 
evaluate the included studies.
Results: Nine studies were included in this systematic review. Non-contrast computed tomography (NCCT) (n = 4 studies, 26.67%) 
and computed tomography angiography (CTA) (n = 4 studies, 26.67%) are among the most common features. Five algorithms were 
used in the included studies. Deep Convolutional Neural Networks (DCNNs) were commonly used for IS diagnosis (n = 3 studies, 
33.33%). Other algorithms including three-dimensional convolutional neural networks (3D-CNNs) (n = 2 studies, 22.22%), two-stage 
deep convolutional neural networks (Two-stage DCNNs) (n = 2 studies, 22.22%), the local higher-order singular value decomposition 
denoising algorithm (GL-HOSVD) (n = 1 study, 11.11%), and a new deconvolution network model based on deep learning (AD- 
CNNnet) (n = 1 study, 11.11%) were also utilized for the diagnosis of IS.
Conclusion: The number of studies ensuring the effectiveness of NNs algorithms in IS diagnosis has increased. Still, more feasibility 
and cost-effectiveness evaluations are needed to support the implementation of NNs in IS diagnosis in clinical settings.
Keywords: neural networks, ischemic stroke, systematic review

Introduction
Stroke is one of the leading causes of death and a major contributor to chronic disability worldwide, with ischemic stroke 
accounting for 80% of cases.1 Annually, there are over 7.6 million new cases of ischemic stroke.2 Additionally, the stroke 
mortality rate is 42.56 per 100,000, resulting in approximately 3.3 million deaths from ischemic stroke each year.2 Based 
on stroke incidence, prevalence, and mortality rates, the estimated total medical stroke-related costs are projected to 
double from $36.7 billion to $94.3 billion between 2015 and 2035.3

Over 50% of stroke survivors are chronically disabled, affecting their quality of life, and more stroke survivors 
experience its long-term consequences.1,4 The quality of life among stroke survivors remains below the healthy 
population level, associated with higher levels of depression and anxiety.5 Likewise, one in five stroke survivors lives 
at least 15 years after a stroke and have poor functional, cognitive, and psychological outcomes.4 Therefore, long-term 
consequences management of stroke burden is necessary. However, early diagnosis is also a key to better clinical 
outcomes improving their quality of life.

Early detection of ischemic stroke is crucial to start thrombolytic therapy, intravenous tissue plasminogen activator 
(tPA). The tPA infusion, the first-line treatment for acute ischemic stroke, has a limited treatment window of 3–4.5 hours 
after stroke onset, as recommended by the American Heart Association/American Stroke Association.6 This is because 
the tPA effectiveness is highly time-dependent due to the sensitivity of brain tissue to ischemia.7 The tPA works by 
dissolving blood clots that block blood flow to the brain, which helps to restore blood flow to affected brain regions.8 The 
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tPA, therefore, limits the risk of brain damage and functional impairment.8 In addition, the sooner providers can detect 
stroke, the lower mortality, and morbidity among patients who experience a stroke.9 In the United States, the mortality 
rate of stroke fell by 77% between 1969 and 2013 since the implication of the tPA to acute ischemic stroke treatment.8 

Accordingly, early detection of ischemic stroke is crucial to starting the tPA infusion, effectively decreasing stroke 
mortality and morbidity rate.

In order to reduce the mortality and morbidity of stroke, the use of advanced technology, in particular, machine 
learning (ML), has been studied to aid healthcare providers in attempting to detect an ischemic stroke early in clinical 
settings. ML is a computing method that generally utilizes data patterns to forecast future events and facilitate 
probabilistic decision-making.10 In light of ischemic stroke diagnosis, multiple types of ML have shown effectiveness 
in detecting ischemic stroke among adults.11 One of the promising and powerful methods is neural networks, also known 
as artificial neural networks or simulated neural networks, which are a class of algorithms loosely modeled on 
connections between neurons in the brain.12 As is evident from previous studies, the use of the neural networks algorithm 
is shown to improve the accuracy of several medical diagnoses, including cancer diseases such as lung cancer, skin 
cancer, and gastric cancer, or even time-sensitive diseases, such as coronary artery disease.13–16 However, the previous 
review pointed out that the neural networks algorithm helped improve accuracy in ischemic stroke classification and 
prediction but with limited research evidence.11

To the best of our knowledge, some review articles systematically reviewed the relevant literature on the use of deep 
learning techniques – a subset of the neural networks algorithm – in the diagnosis of stroke.17,18 Therefore, the 
nonoverlapping studies between neural networks and deep learning algorithms may be missed. Also, the previous 
research analyzed studies from interception to 2020.17 With the rapid growth of the use of neural networks, our review 
included more recent studies from January 2018 to December 2022. Additionally, previous studies have not specifically 
discussed ischemic stroke diagnosis.17,18 In this systematic review, we aimed to evaluate the evidence of neural networks 
technique in making diagnoses of ischemic stroke in adults to gather the related evidence and guide future diagnosis 
guidelines.

Methods
The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)19 was applied in this review to 
present the flow diagram of the identification, screening, exclusion, and inclusion of the literature.

Identify Relevant Studies
In this review, four electronic databases, PubMed, MEDLINE, Web of Science, and CINAHL Plus Full Text, were systematically 
searched in September 2022 to identify preliminary studies published between January 2018 and December 2022, reporting using 
neural networks in ischemic stroke diagnosis. We combined the search terms (Ischemic Stroke* OR Ischaemic Stroke* OR 
CryptogenicIschemic Stroke* OR Cryptogenic Stroke* OR Cryptogenic Embolism Stroke* OR Wake up Stroke* OR 
AcuteIschemic Stroke* OR Embolic Stroke* OR Cardioembolic Stroke* OR Cardio-embolic Stroke* OR Thrombotic Stroke* 
OR Acute Thrombotic Stroke* OR Lacunar Stroke* OR Lacunar Syndrome* OR Lacunar Infarction* OR Lacunar Infarct*) AND 
(Computer Neural Network* OR Computer Neural Networks OR Perceptron* OR Neural Network Model* OR Connectionist 
Model* OR Neural Network Model* OR Neural Network* OR Computational Neural Network* OR Deep Learning OR 
Hierarchical Learning) AND (Diagnos* OR Diagnos* and Examination* OR Postmortem Diagnos* OR Antemortem 
Diagnos*) using Boolean phrases. In addition, reference lists of the included studies were manually searched to obtain relevant 
studies. All references identified were stored in EndNote. The detailed search strategy is shown in Supplementary Table 1.

Study Selection
Titles and abstracts of eligible studies were screened. The full text was also assessed to decide whether or not it was 
relevant. A third party was required to resolve disagreements when discrepancies occurred. Inclusion criteria were 
implemented to guarantee that only studies considered relevant to our objective were included. Similarly, exclusion 
criteria were used to eliminate literature not affiliated with the review (Table 1).
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Quality Assessment
In this systematic review, the Joanna Briggs Institute (JBI) Critical Appraisal Checklist for Diagnostic Test Accuracy 
Studies 2020 was adopted for a quality appraisal of included studies,20,21 including (1) patient selection, and (2) an index 
test, composed of 10 questions. Two researchers assessed the quality of the eligible studies independently. A third 
researcher was required when there was any discrepancy.

Data Extraction
The summary data (Supplementary Table 2) included the following data for each study: References, publication year, 
country, total sample size, target population, age, gender, methodological quality, study objective, Neural Network 
approach/algorithm, the main features, main/optimal results, and implementation for clinical practice.

Results
Search Results
An initial literature search yielded 641 articles, including 488 from PubMed and MEDLINE, 123 from Web of Science, and 30 
from CINAHL Plus Full Text. No additional records were found through other sources. After deduplication, the researchers 
screened 639 references, of which 628 were excluded based on the inclusion and exclusion criteria following the title and 
abstract screening phase. This left 11 articles for full-text screening, during which two were excluded as they were irrelevant to 
the application of neural networks in ischemic stroke diagnosis. Nine articles were included in the final screening and quality 
appraisal. The retrieval process was outlined using the PRISMA guidelines and is presented in Figure 1.

Description of Included Studies
In each of the included studies in our review, patients’ ages were reported differently, such as mean and standard 
deviation, range, or median and interquartile range. Furthermore, all included studies involved both male and female 
participants in their analysis (Supplementary Table 2). Table 2 shows that included studies were published in 2022 (n = 3 
studies, 33.33%), 2021 (n = 2 studies, 22.22%), 2020 (n = 3 studies, 33.33%), and 2019 (n = 1 study, 11.11%). The 
included studies were conducted in several countries, including China (n = 5 studies, 55.55%), Japan (n = 2 studies, 
22.22%), the USA (n = 1 study, 11.11%), and Finland (n = 1 study, 11.11%). One study (11.11%) included a sample size 
range from 1 to 25. Two studies (22.22%) included participants between more than 25 to 100. Two studies (33.33%) 
included more than 100 to 300 and more than 300 participants each. The target population in the included studies were 
individuals with acute ischemic stroke (n = 7 studies, 77.77%), ischemic stroke (n = 1 study, 11.11%), and others which 
included Ischemic Penumbra (IP) in early Acute Cerebral Infarction (ACI) (n = 1 study, 11.11%).

Assessment of Methodological Quality
According to the JBI Critical Appraisal Checklist for Diagnostic Test Accuracy Studies 2020,20,21 all included studies had 
90% or more positive answers for the questions included in the appraisal tool. The only concerning methodological quality that 
appeared in some of the included studies was not avoiding a case-control design, thus leading to the risk of bias 
(Supplementary Table 3). Copyright permission was granted by JBI to adapt Supplementary Table 3.

Table 1 Study Inclusion and Exclusion Criteria

Inclusion Exclusion

● Studies aimed to apply neural networks in ischemic stroke diagnosis/ 
detection

● Studies included adults with ischemic stroke diagnosis (18 years or 

older)
● Studies published in the English language
● Studies published between January 2018 and December 2022

● Studies including children or adolescents <18 years old
● Conference proceedings, abstracts, review articles, pilot studies,  

protocol, dissertation, letter to the editor, brief report, or statement 

paper
● Involve animal sample
● Studies where the primary endpoint is not ischemic stroke diagnosis 

(eg, mortality prediction after stroke, stroke outcomes)
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Description of Neural Networks Algorithm in Ischemic Stroke Diagnosis
The Number of Included Studies by Features
Dataset, algorithm, and features are considered architectures of a machine learning model. The features are one of the 
essential combinations of a model as it demonstrates the correlation of the target variable of a model and attributes the 
appropriate of the model’s predictions and performance.11 Overall, in nine included studies, a total of seven main features 
were included. Notably, one study can report using more than one feature. Non-contrast computed tomography (NCCT) 
(n = 4 studies, 26.67%) and computed tomography angiography (CTA) (n = 4 studies, 26.67%) are among the most 
common features included in Neural Networks Algorithm. Two studies reported using computed tomography perfusion 
(CTP) (13.33%) and magnetic resonance imaging (MRI) (13.33%) as the features of each. One study applied computed 
tomography (CT) (6.67%), 8-second delay after CTA (CTA+) (6.67%), and diffusion-weighted imaging (DWI) (6.67%), 
each as a feature Figure 2.

The Optimal Results of Included Studies by the Algorithm
In our study, we found that five different types of neural network algorithms were particularly effective for diagnosing 
ischemic stroke. Table 3 displays the optimal results of the included studies, categorized by neural network algorithm. 
Deep Convolutional Neural Networks (DCNNs) were the most commonly used algorithm for ischemic stroke diagnosis, 
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Figure 1 Flow chart diagram displaying the selection method of qualified studies. 
Notes: Adapted from Moher D, Liberati A, Tetzlaff J, Altman DG, Prisma Group. Reprint–Preferred reporting items for systematic reviews and meta-analyses: the PRISMA 
statement. Annals of internal medicine. 2009;151(4):264–269.22
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as they can identify patterns in images, videos, or natural language processing (n = 3 studies, 33.33%). Except for the 
studies by Zhang et al, Faster R-CNN, YOLOV3, and SSD algorithms were combined in the DCNNs model.23 Three- 
Dimensional Convolutional Neural Networks (3D-CNNs) were also used in two studies (n = 2 studies, 22.22%), as deep 
learning models comprising several consecutive layers of 3D convolutions are ideal for improving the identification of 
moving and 3D images, such as videos or medical scans. Two-stage Deep Convolutional Neural Networks (Two-stage 
DCNNs) were utilized in two studies (n = 2 studies, 22.22%), as they are a type of deep learning architecture designed to 
identify the presence and location of objects within an image or video. The local higher-order singular value decom-
position denoising algorithm (GL-HOSVD) was used in one study (n = 1 study, 11.11%), which is a technique used to 
remove noise from multi-dimensional data such as images or videos. Lastly, a new deconvolution network model based 
on deep learning (AD-CNNnet) was used in one study (n = 1 study, 11.11%) specifically designed for image restoration 
tasks in the diagnosis of ischemic stroke.

Discussion
The current review summarized the Neural Networks model for ischemic stroke diagnosis. Performance observations 
such as accuracy, precision, sensitivity, specificity, and area under the curve (AUC) were reported. The discussion section 
showed how each algorithm could be implemented in the clinical setting for ischemic stroke diagnosis.

Table 2 The Characteristics of the Included Studies

Characteristic Numbera Percentage (%)

Publication Year

2022 3 33.33%

2021 2 22.22%

2020 3 33.33%

2019 1 11.11%

Country

China 5 55.55%

Japan 2 22.22%

USA 1 11.11%

Finland 1 11.11%

Total Sample Size (n)

1–25 1 11.11%

>25–100 2 22.22%

>100–300 3 33.33%

>300 3 33.33%

Target Population

Acute Ischemic Stroke 7 77.77%

Ischemic Stroke 1 11.11%

Otherb 1 11.11%

Notes: aThe number of included studies. bIschemic Penumbra (IP) in Early Acute 
Cerebral Infarction (ACI).
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In our study, two included studies applied 3D-CNNs and provided optimal results for ischemic stroke diagnosis.24,27 The 
study by Oman et al proposed investigating the feasibility of ischemic stroke detection from CTA-SI using 3D-CNNs. The 
result shows that 3D-CNNs have improved ischemic stroke detection (sensitivity = 0.93, specificity = 0.82, AUC = 0.93).24 

Figure 2 The number of included studies by features. 
Abbreviations: DWI, Diffusion-Weighted Imaging; CTA+, 8-second delay after Computed Tomography Angiography; CT, Computed Tomography; MRI, Magnetic 
Resonance Imaging; CTP, Computed Tomography Perfusion; CTA, Computed Tomography Angiography; NCCT, Non-Contrast Computed Tomography.

Table 3 The Optimal Results of Included Studies by the Algorithm

Algorithm 
Reference

3D-CNNsa Two-Stage DCNNsb GL-HOSVDc DCNNsd AD-CNNnete

[24] X

[25] X

[26] X

[27] X

[28] X

[29] X

[30] X

[31] X

[23] X*

Total included studies by algorithm (n, %) 2 (22.22%) 2 (22.22%) 1 (11.11%) 3 (33.33%) 1 (11.11%)

Notes: aThree-dimensional convolutional neural networks, bTwo-stage deep convolutional neural networks, cThe local higher-order singular value decomposition denoising 
algorithm, dDeep Convolutional Neural Networks, eA new deconvolution network model based on deep learning. *Combined Faster R-CNN, YOLOV3, and SSD algorithm.
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Similarly, Wang et al demonstrated that when 3D-CNNs were utilized to identify acute ischemic stroke from NCCT and CTA 
features, the ischemic stroke diagnostic decisions showed high accuracy (0.90±0.04).27 Comparatively, a previous study found 
that when used 3D-CNNs to other chronic diseases diagnoses such as Alzheimer’s disease (AD), the model demonstrated 
promising classification performances with an accuracy of 87.15% and AUC of 92.26% for AD classification.32 Our findings 
suggested that 3D-CNNs have a high potential in ischemic stroke diagnosis. Moreover, it could further implement in the 
clinical section to assist healthcare providers (eg, radiologists and clinicians) in disease diagnosis, especially in patients with 
stroke, which can lead to a more accurate treatment that can promote complication prevention.

Two-stage deep convolutional neural networks or two-stage DCNNs models were used in two of our included studies.25,31 

The research from Nishio et al developed and evaluated an automatic acute ischemic stroke (AIS) detection system utilizing 
CT and MRI image features.25 The result showed that a board-certified radiologist combined with two-stage DCNNs models 
had improved AIS detection (sensitivity = 41.3%, precision = 62%, false positive per one case = 0.388).25 The study suggested 
that the detection system involving two-stage DCNNs could significantly improve radiologists’ sensitivity in detecting AIS, 
similar to a study by Lu et al, who found that using NCCT features in two-stage DCNNs to identify AIS shows high diagnostic 
value with AUC of 83.61%, sensitivity = 68.99%, specificity = 98.22%, and accuracy = 89.87%.31

Our results are consistent with previous studies that used two-stage DCNNs models for lung nodule detection33 and 
breast cancer classification.34 The result showed high accuracy and competitiveness compared to existing traditional 
methods. Based on this evidence, it is suggested that two-stage DCNNs models are generalizable and could help the 
healthcare team, especially radiologists and clinicians, screen diseases early (eg, AIS, breast cancer, lung nodule) and 
provide more effective guidance in making patients’ treatment plans in the clinic. The researcher, however, recommends 
that future studies with more diverse sample sizes and feasibility studies are needed before use in the clinical field.

Three of our included studies utilized the DCNNs model to diagnose ischemic stroke and show optimal results.23,28,29 

For example, Stib & Vasquez (2020) developed DCNNs to detect large vessel occlusion (LVO) at multiphase CTA. The 
results showed that DCNNs trained to detect LVOs at multiphase CTA achieved an AUC of 0.89 and a sensitivity of 
100%.28 The research suggested that DCNNs have the potential to implement to triage LVOs in the emergency setting 
and can potentially shorten the time to LVO detection with ultimate improvements in patient outcomes.28

Furthermore, Shinohara et al developed an interactive deep learning-assisted identification of the hyperdense middle 
cerebral artery sign (HMCAS) on NCCT among 22 patients with AIS.29 The result showed that the diagnostic performance of 
DCNN for HMCAS shows sensitivity = 82.9%, specificity = 89.7%, accuracy = 86.5%, and AUC = 0.947.29 The researcher 
suggested that DCNNs appear potentially beneficial for identifying HMCAS on NCCT in patients with AIS. However, further 
studies, including larger sample sizes with various populations, are recommended before testing for feasibility in the clinical 
setting. Previous studies utilized DCNNs to diagnose COVID-19,35,36 pulmonary disease,37 and thoracic abnormality38 show 
that DCNNs have high diagnosis precision. Results suggested that DCNNs are generalizable and useful for the efficient 
diagnosis and prognosis of diseases. Future research comparing the effectiveness of the traditional diagnosis approach and 
DCNNs should be conducted before applying the model routinely in the clinical setting.

The study by Sheng et al investigated the effect of GL-HOSVD in diffusion-weighted imaging (DWI) images and 
evaluated the effect in examining IP of 210 patients with early ACI.26 The results showed that the GL-HOSVD algorithm 
had high specificity, accuracy, and consistency (81.25%, 87.62%, and 0.52, respectively) in IP detection.26 The study 
suggested that novel GL-HOSVD algorithms are worthy of clinical application and promotion. Moreover, this study 
reflects that the deep learning algorithm has a good development prospect in the field of imaging, and its clinical 
auxiliary effect can be expected in the future.

Another included study discussed the application values of a deep learning algorithm (AD-CNNnet) based CTP imaging 
combined with head and neck CTA in diagnosing early AIS.30 The results found that the peak signal-to-noise ratio and feature 
similarity of the AD-CNNnet method were significantly higher than those of traditional methods. At the same time, the 
normalized mean square error was significantly lower than that of traditional algorithms (P < 0.05). The sensitivity of the AD- 
CNNnet method was 93.66%, and the specificity was 96.18%. This study provides a reference for the combined application 
of AD-CNNnet and clinical imaging. Accordingly, it is suggested that before implementation in the clinical setting, more 
patient sample data will be collected in the later study to explore further the application value of CTP combined with CTA 
based on deep learning algorithm in the prognosis of patients with AIS.
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Although neural networks have the potential to utilize in ischemic stroke diagnosis, it has some limitations. Like other 
machine-learning methods, neural networks require a huge amount of data from instrumental and clinical analysis of diseases 
to facilitate diagnoses of great relevance.39 Neural networks also require a training period before the modeling process to allow 
computations on large data sets to avoid over and under-learning.40 In particular, ischemic stroke diagnosis, the fact of health 
disparities in access to healthcare affects the number of necessary resources utilized in neural networks, like brain imaging, 
that may not be readily available.41 To illustrate, rural areas are prone to limited access to brain imaging, which is one of the 
essential combinations of neural networks to bring about an appropriate diagnosis. While neural networks hope to bridge the 
gap of rapid response in ischemic stroke diagnosis, health disparities hinder the accuracy of neural network development.

In addition, ethical issues, such as autonomy and informed consent of patients, may be raised when using neural 
networks, as they provide outputs without explaining the underlying logic or reasoning. This may raise questions about 
how to communicate the diagnosis and treatment options to patients and how to respect their preferences and values.42 

Another ethical issue is the responsibility and liability of using neural networks in clinical practice. Neural networks are 
complex and dynamic systems that may evolve over time, which may pose challenges for quality control and 
regulation.43 Therefore, it is essential to clarify each stakeholder’s legal and professional obligations and rights and 
establish mechanisms for monitoring, evaluation, and feedback to support neural networks in the future.

There are limitations in the systematic review to note. First, the sample sizes of some included studies were 
significantly small and hence, cannot effectively represent the ischemic stroke population. Moreover, small sample 
size can cause variability, which in turn causes bias. In addition, the English language requirement in the inclusion 
criteria was a limiting factor. Because of this, qualified studies reported in other languages that also aimed to apply the 
Neural Networks algorithm to diagnose patients with ischemic stroke may have needed to be included are omitted. 
According to the methodological quality assessment, all included studies had 90% or more positive answers for the 
questions included in the appraisal tool. However, there concerning methodological quality was the fact that numerous 
included studies were not avoided in a case-control design, thus leading to the risk of bias. As each of the included 
studies featured a different sample size, target population, study design, machine learning algorithm, and features, these 
may be potential sources of heterogeneity that cause variation in study outcomes.

Conclusion
This systematic review included nine studies with sample sizes ranging from 22 to 986. DCNNs, 3D-CNNs, Two-stage 
DCNNs, GL-HOSVD, and AD-CNNnet were identified as the optimal algorithms for diagnosing ischemic stroke. Larger 
multi-center studies comparing neural network algorithms are needed for increased generalizability and standardized 
diagnostic methods. Additionally, further evaluations on feasibility, cost-effectiveness, and specialized training for 
utilizing imaging data are crucial for implementing neural networks in stroke diagnosis in clinical settings.
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