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Some people call this artificial intelligence, but the reality is this technology will enhance us. So instead of artificial intelligence, 
I think we’ll augment our intelligence. 

– Ginni Rometty
In today’s scientific landscape, artificial intelligence (AI) is revolutionizing research methodologies and scientific 

writing, reshaping how we conduct and disseminate research. As AI’s presence grows, so do questions surrounding 
ethics, authenticity, and the integrity of scientific publications. The increasing use of AI tools, such as large language 
models (LLMs) like Chat Generative Pre-Trained Transformer (ChatGPT), Google Bard, and Bing AI, in research 
publications has raised concerns and sparked discussions within the research and academic communities.1 While AI and 
LLMs offer potential benefits, such as improved efficiency and transformative solutions, they also present challenges 
related to ethical considerations, bias, fake publications, and malicious use.2

AI has the potential to enhance various aspects of research, including data processing, task automation, and 
personalized experiences.1 However, AI usage in research and scientific writing can pose risks such as bias reinforce-
ment, data privacy concerns, perpetuating data inaccuracies, and the potential for reduced critical thinking due to 
overreliance.3 Therefore, the development of guidelines for using AI in research and scientific writing is crucial to 
ensure this technology’s responsible and ethical application.

This editorial, published in Nature and Science of Sleep, primarily aims to enhance awareness of the evolving role of 
AI in research and scientific writing, emphasizing both its potential advantages and ethical challenges. By promoting 
responsible AI use, advocating for ethical guidelines, and engaging stakeholders, we strive to empower authors, 
reviewers, and the broader research community to navigate the dynamic landscape of AI in scientific writing while 
upholding the highest standards of integrity and credibility. Furthermore, we emphasize the critical need for the 
development of international guidelines that guide the responsible use of AI and LLMs in research and scientific writing.

AI’s Potential Benefits and Challenges
AI holds the promise to profoundly transform research and education through various key advantages. Firstly, it has the 
capability to process vast amounts of data swiftly and efficiently, empowering researchers to navigate through sophis-
ticated datasets and draw out meaningful insights.1 Additionally, the automation features of AI streamline tasks like 
formatting and citation, freeing up substantial time and energy for researchers, which can then be redirected towards 
more complex and innovative work.3,4 Lastly, AI can curate personalized learning journeys for students, tailoring the 
experience to their unique needs and learning preferences.5

Nevertheless, while promising, AI systems have notable drawbacks, especially in health and medical research. These 
systems can amplify and perpetuate biases present in the training data, leading to skewed predictions and potentially 
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harmful implications for patient care.6,7 This is concerning, as biases in AI models can emerge during various stages, 
from data collection to model evaluation.7 Such biases can result in inaccurate findings that might influence clinical 
guidelines or medical interventions, and recent studies have underscored these concerns, suggesting that these biases can 
lead to significant health disparities.8 Another emerging challenge is the misuse of AI by paper mills to produce 
fraudulent scientific papers. This abuse of AI technology has led to an increase in the volume of fake publications, 
undermining the credibility of scientific research.9 These paper mills employ sophisticated AI tools to generate texts and 
images that are increasingly difficult to distinguish from authentic research, posing a significant threat to the integrity of 
scientific literature.9

Moreover, AI models, particularly those based on deep learning, are often viewed as “black boxes”; their complex 
inner mechanisms can be elusive, making results challenging to interpret, especially for those not versed in the domain.10 

Another concern, especially in academic circles, is the reliability of AI-generated text. Platforms like ChatGPT may 
produce content with inaccuracies or plagiarization, jeopardizing work credibility, especially if it includes false 
references or citation errors.11–13 Additionally, although AI instruments can aid in task automation and streamline the 
writing process, it is important to acknowledge that these tools cannot replace the unique creativity and insight inherent 
in humans. AI operates by analyzing existing data and recognizing patterns; however, unlike humans, it lacks the ability 
to engage in unconventional thinking or to forge innovative links.

Authorship and Attribution
In January 2023, Nature reported on the controversial issue of ChatGPT, an AI tool, being listed as an author on scientific 
and health research papers. The report highlighted that at least four articles, including two preprints and two published 
articles, credited ChatGPT as a co-author.14 However, this practice was met with disapproval from many scientists and 
led to discussions about the ethical implications and the validity of AI tools being credited as authors.15 Therefore, the 
currently accepted practice indicates that non-human AI and language models are not eligible for authorship, as they lack 
the ability to take responsibility for the work, provide intellectual contributions, or approve the final version of the 
manuscript; this consensus is shared among journals and research communities.16

Moreover, work generated by AI may not be subject to the rules of copyright; recently, the United States District 
Court for the District of Columbia confirmed that artwork generated autonomously by AI alone is not entitled to 
protection under the Copyright Act. This ruling is significant as it sets a precedent for those seeking to secure ownership 
and copyright protection for AI-generated content.17 Applying these legal principles to academic work suggests that AI- 
generated content, even when significantly modified by human authors, might not receive the same copyright protection 
as work solely created by humans. This necessitates a reassessment of how AI contributions are recognized in scientific 
publications and calls for definitive guidelines on AI’s role in academic content creation. Such guidelines should 
safeguard the distinct recognition and copyright of human authorship. This ruling highlights the changing legal context 
of AI in academia, underscoring the need for collaboration among publishers, researchers, and legal professionals to 
address these emerging issues.

Journals’ policies on using generative AI for scientific writing differ. Some publishers prohibit AI use without 
explicit editor permission, while others mandate detailed disclosure in the manuscript. Regardless of these variances, 
there is a consensus on the necessity for transparency and the author’s responsibility to uphold content integrity. In 
academia’s early AI integration phase, there is a potential stigma around AI-assisted manuscripts, even those used 
merely for enhancing grammar and clarity. Such manuscripts might be viewed skeptically by reviewers and readers, 
although there is no definitive evidence on how declaring AI assistance impacts paper acceptance. Contrary to best 
practices, this uncertainty may lead some authors to omit AI use disclosure. To address this potential stigma, 
enhancing education for all stakeholders, including authors, reviewers, and editors, is imperative. Implementing 
comprehensive workshops, seminars, and detailed guidelines can inform these groups about the ethical use of AI 
tools in academic writing, highlighting their role in augmenting human intellect and creativity rather than replacing it. 
Dove Press, in its author instructions, explicitly states that any AI tool assistance, including large language models for 
content generation, must be acknowledged.18 Authors bear full responsibility for their article’s validity, originality, 
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and integrity, and are expected to use AI tools responsibly, aligning with the publisher’s authorship ethics and editorial 
policies.

Detecting AI Text
While publishers and editors have established various software tools for detecting similarities and plagiarism, identifying 
AI-generated text remains a complex challenge. The growing prevalence of AI in content creation blurs the line between 
human and machine authorship, raising concerns about authorship authenticity and transparency.12,19,20 In response, 
various stakeholders in academia and publishing, such as publishers, reviewers, and editors, are increasingly turning to 
AI content detection tools. These tools aim to differentiate between human-written and AI-generated texts.12,19 However, 
the effectiveness of these tools is not uniform, and ongoing research is essential to enhance their accuracy and 
reliability.21

Towards International Guidelines
As AI solutions in scientific writing rapidly evolve, there is a growing need for international guidelines that address 
transparency, reproducibility, and ethics in AI-assisted research and writing. These guidelines should consider both the 
benefits and challenges of AI and LLMs in research and education.22,23 Therefore, an international statement guiding the 
responsible use of these technologies is urgently needed. This statement should focus on transparency, accountability, 
ongoing research, and risk mitigation, incorporating aspects like monitoring, evaluation, user education, and awareness. 
Transparency and disclosure are crucial when using AI-generated content in scientific writing.23 Researchers must 
disclose their use of AI tools, ensuring human expertise guides the accuracy, coherence, and credibility of the content.3

To formulate these guidelines effectively, a consortium should be established, encompassing diverse stakeholders 
such as academic institutions, AI developers, legal experts, publishers, and representatives from ethics and data privacy 
fields. This collaborative approach will ensure comprehensive and pragmatic guidelines. The development of these 
guidelines should also address biases, promote fairness in AI-generated content, and consider data privacy and security, 
especially as AI tools often require access to large datasets, potentially containing sensitive information.24

Furthermore, establishing ethical guidelines for AI use in research and scientific writing is vital to maintain research 
integrity and ensure that scientific literature continues to be a rigorous, accurate, and innovative knowledge source.25 

These guidelines should ensure that AI acts as an enhancement to productivity, rather than a replacement for human 
effort.

In creating these guidelines, it is essential to include perspectives from diverse groups.1 This includes non-native 
English speakers who may use Language Models and AI to refine their writing, and individuals with special needs who 
could benefit from AI assistance. However, developing these comprehensive guidelines will likely be a time-intensive 
process.

In summary, while AI and LLMs hold promise in research, they also bring forth challenges that demand our attention. 
By promoting open dialogue and implementing robust guidelines, we can ensure the ethical and responsible integration 
of AI and LLMs, thereby maximizing their potential benefits while mitigating risks. This editorial serves as a call to 
action for the authors, reviewers, and readers of Nature and Science of Sleep to prioritize responsible AI use and actively 
engage in ongoing discussions and policy development in the field of scientific writing.

Disclosure
The author reports no conflicts of interest in this work.
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