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Background: The emergence of new technologies, such as artificial intelligence (AI), may manifest as technology panic in some 
people, including adolescents who may be particularly vulnerable to new technologies (the use of AI can lead to AI dependence, which 
can threaten mental health). While the relationship between AI dependence and mental health is a growing topic, the few existing 
studies are mainly cross-sectional and use qualitative approaches, failing to find a longitudinal relationship between them. Based on the 
framework of technology dependence, this study aimed to determine the prevalence of experiencing AI dependence, to examine the 
cross-lagged effects between mental health problems (anxiety/depression) and AI dependence and to explore the mediating role of AI 
use motivations.
Methods: A two-wave cohort program with 3843 adolescents (Male = 1848, Mage = 13.21 ± 2.55) was used with a cross-lagged panel 
model and a half-longitudinal mediation model.
Results: 17.14% of the adolescents experienced AI dependence at T1, and 24.19% experienced dependence at T2. Only mental health 
problems positively predicted subsequent AI dependence, not vice versa. For AI use motivation, escape motivation and social 
motivation mediated the relationship between mental health problems and AI dependence whereas entertainment motivation and 
instrumental motivation did not.
Discussion: Excessive panic about AI dependence is currently unnecessary, and AI has promising applications in alleviating 
emotional problems in adolescents. Innovation in AI is rapid, and more research is needed to confirm and evaluate the impact of 
AI use on adolescents’ mental health and the implications and future directions are discussed.
Keywords: artificial intelligence dependence, mental health, anxiety, depression, artificial intelligence use motivation, adolescents

Introduction
AI is a set of computer programs designed to think and mimic human behavior such as learning, reasoning, and self- 
correction.1 AI appears in people’s daily lives in various forms, such as voice assistants (eg, Apple Siri, Xiaomi’s Xiaoai, 
Baidu’s Duer, Microsoft Xiaoice, etc.),2 social robots (eg, Pepper),3,4 chatbots or companion chatbots (eg, Replica, 
Mitsuku)5,6, AI-powered video,7 and health-focused AI (eg, Help4Mood, Woebot).8 AI is increasingly popular among 
adolescents, with 49.3% of 12- to 17-year-olds using voice assistants embedded in digital media (eg, Amazon Echo).9 

Fifty-five percent of adolescents use voice assistants more than once a day to conduct searches.10 Unlike older 
technologies (TV, social media, smartphones, computers), AI not only facilitates human interaction but can become 
a social actor or agent that communicates directly with adolescents.11 This will have a profound impact on adolescent 
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development.12–14 Adolescents are in a unique period of changes in brain structure and function15 and they are still in the 
process of recovering from the impact of Covid-19 (eg, lockdown anxiety, lack of mental health services),16 which makes 
them vulnerable to digital technologies and emotional problems.17–19 Meanwhile, adolescents are surrounded by a natural 
AI environment, where generative AI technology is rapidly being used in various contexts for learning, entertainment and 
personalized recommendations,20,21 which is different from the use of traditional technologies. For example, they could 
use AI to complete homework, but students are concerned that the generative AI could affect their motivation, creativity 
and critical thinking, and even lead to widespread cheating (eg, AI generating fake content or videos).22,23 It is therefore 
important to explore young people’s views on “destructive” AI as defined by adults. While technology dependence is an 
extremely important public health issue among adolescents in traditional ICT (eg, internet, smartphones, computers, 
social media), it is unclear whether adolescents develop AI dependence and how it relates to mental health problems. 
Furthermore, AI is a technology with potential to alleviate emotional or mental health problems in adolescents,24,25 and it 
is unclear how mental health problems influence the development of AI dependence (eg, via the mediating role of 
motivation to use AI).

The literature suggests that users tend to develop dependent or addictive AI use (eg, emotional dependence on 
chatbots, attachment to social chatbots, dependence on conversational AI).12,25–31 Based on the framework of 
technology dependence (eg, problematic smartphone use, problematic internet use), AI dependence is defined as 
excessive use of AI technologies that leads to dependence and addictive trend, which may have negative consequences 
(eg, interpersonal problems and mental health distress).25,27–29 Technology dependence is associated with a wide range 
of negative outcomes, including mental health problems, sleep problems, poor task performance, physical pain, and 
disruption of real-life relationships.32 Recent literature is also concerned with the negative aspects of AI dependence, 
such as the threat to real-life relationships and emotional health.28,29 One of the most important questions is whether 
AI dependence contributes to mental health distress, similar to technology dependence.28 When a new technology 
emerges, the public and society may experience technology panic, as suggested by technology determinism theory, and 
then the public and society invest enormous resources and materials to explore the issue.33 Technology panic is the 
fear that emerging new technologies, such as AI, will encourage adolescents to become addicted to them, just as radio 
addiction did in an earlier era.33 A typical example in the ear of AI is that adolescents’ AI use can develop into AI 
dependence or addiction, which can threaten their mental health. However, there is a lack of empirical research on the 
relationship between AI dependence and mental health distress, and the prevalence of AI dependence in the population 
is unknown.28 Investigating the prevalence of AI dependence and clarifying the relationship between the two would be 
beneficial for addressing AI technology panic and providing suggestions for future AI dependence research.

Several studies have preliminarily explored the relationship between AI dependence and mental health problems. 
However, there is no consensus about whether AI dependence leads to mental health problems or vice versa. Regarding 
the impact of AI dependence on mental health, those who use more AI have higher social capital than non-AI users, 
which is beneficial for health.30 In contrast, some argue that AI dependence may threaten people’s interpersonal 
connections and negatively affect their mental health.26,29,34 Regarding the impact of mental health problems on AI 
dependence, Hu et al found that social anxiety can lead to AI dependence via the mediating roles of loneliness and 
rumination.27 In contrast, some have found that AI dependence develops when people use AI to alleviate emotional 
problems in pursuit of better health.29,35 Overall, most of these studies have considered specific AI technologies (eg, 
Replika as a chatbot)5,26,29 and lack an overall assessment of AI dependence, as users use multiple types of AI (eg, 
chatbots, social robots, or voice assistants). Second, most studies on the relationship between AI dependence and mental 
health problems are cross-sectional or use qualitative analysis (eg, interviews, text analysis),5,26,29 preventing the causal 
relationship between them from being determined. Third, the populations in these studies mainly comprised adults, and 
few included adolescents. Finally, the uniqueness of human-like competence and warmth distinguishes AI from tradi-
tional technologies (eg, smartphones, social media),11,36 indicating the potential novelty of the relationship between AI 
dependence and mental health. The nature of technology panic around the use of AI can not be easily answered by 
researchers considering only the framework of traditional technologies while neglecting the uniqueness of this new 
technology.33 Therefore, this study considers the similarities and differences between AI technologies and older 
technologies to identify the unique relationship between AI dependence and mental health problems. We argue that AI 
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dependence is unlikely to lead to subsequent mental health problems due to AI’s human-like abilities, whereas mental 
health problems may lead to subsequent AI dependence because AI can be a tool for coping with emotional problems 
(see Mental Health and AI Dependence for further illustration).

As suggested by the I-PACE model,37 motivation is one of the most important factors contributing to technology 
dependence38 and may mediate the relationship between mental health problems and technology dependence.37 

Empirical studies have also shown that the motivation to use technology mediates the relationship between mental 
health conditions and technology dependence.38–40 However, it is unclear whether the motivation to use AI mediates the 
impact of mental health problems on AI dependence. Following established theories and previous research on technology 
dependence, this study uses a half-longitudinal mediation approach to examine the mediating roles of four motivations 
for AI use (social, escape, entertainment, and instrumental motivations).

Mental Health and AI Dependence
To explore the relationship between AI dependence and mental health problems, it would be helpful to borrow from the 
literature on technology dependence.27,28 However, when focusing on AI dependence, it is advisable to clarify the 
differences and similarities between AI technology and older technologies such as smartphones and computers.33 While 
traditional technologies enable computer-mediated interactions (humans interacting with other humans through the 
medium of technology), AI technologies go beyond this and are characterized by human-human-like communicator 
interactions (AI technologies are considered to be direct social communicators).11 This suggests that AI technology has 
similarities to older technologies (eg, both can be treated as technologies for coping with emotional problems)41,42 and 
unique features not present in traditional technologies (eg, AI is more competent and warm during interactions and gives 
human-like feedback).11,42,43 We propose that the similarities between them suggest that mental health problems may 
impact AI dependence, while the uniqueness of AI suggests that AI dependence has a “particular” impact on mental 
health problems.

Mental Health Problems Can Predict AI Dependence
Self-medication theory44 suggests that when faced with depression or anxiety, individuals use drugs to self-medicate and 
eventually become addicted to them. Similarly, children and adolescents with technology dependence use smartphones to 
“medicate” their stress and emotional problems.45,46 Compensatory internet theory suggests that people go online to 
escape from real-life problems or alleviate dysphoric moods, eventually developing addictive use of the internet or 
technology.47 Due to the similarities between AI technologies and traditional technologies, AI can also be used to address 
emotional problems, which increases the risk of developing AI dependence. For example, existing research has shown 
that depression and anxiety can drive AI use in adolescents and adults, which has the potential to develop into AI 
dependence.25,26,29,30,34 Therefore, we hypothesize the following:

H1: Mental health problems (anxiety and depression) at T1 positively predict adolescents’ AI dependence at T2.

AI Dependence Fails to Predict Mental Health Problems
In the context of technology dependence, research has shown that excessive use of online technology or digital media can 
replace daily offline interactions with others and time in other surroundings, which has a negative impact on mental 
health.48 However, recent research suggests that the use of conversational AI will not replace individuals’ real-life 
relationships but instead increase their social capital.30 The difference between traditional ICT and AI technology may 
shed some light on the effects of technology dependence on mental health problems. ICT is computer-mediated, under 
social interaction conditions, ICT usually leads to negative outcomes such as a lack of informative feedback, a lack of 
affective cues, and disinhibited behaviors (eg, swearing, insults),49 which may make it difficult to alleviate users’ 
emotional problems. Even under nonsocial interaction conditions, excessive use of technology can lead to perceived 
stress (eg, digital stress), making users depressed and anxious.50,51

AI technology can provide higher quality interaction because it is designed to be more human-like in its role.11 

This technology is highly competent in communication and problem solving and highly empathetic in providing 
emotional and social support.2,5,6,26 Moreover, interaction with AI is less demanding and complicated than interaction 
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with real people since AI is designed for serving users.27 For example, a recent study showed that human-AI 
interactions produce fewer negative emotions than face-to-face human interactions, while computer-mediated inter-
actions do not.52 Thus, relying on AI technologies reduces the risk of new emotional problems, as their feedback is 
usually positive and stable.3–5,52 Overall, AI is beneficial in alleviating emotional problems and preventing the 
development of new mental health problems. However, recent studies have shown that dependence on AI can lead 
to emotional problems.26,29 It is important to note that these studies are qualitative and cross-sectional, and it is 
unclear whether these effects persist in the long term. Thus, based on the uniqueness of AI technology, we 
hypothesized the following:

H2: Adolescents’ AI dependence at T1 does not predict mental health problems at T2.

AI Use Motivations as Mediators from Mental Health to AI Dependence
In the I-PACE model of behavioral addiction, psychopathology conditions can trigger addictive behaviors, and an 
individual’s specific motivation can contribute to the development of addictive behaviors.37 Psychopathology conditions 
can promote individuals’ specific motivations and further contribute to the development of addictive behaviors, 
suggesting a mediating role for specific motivations.37

In the AI literature on motivation, Cho et al found that motivations for using AI speakers included escaping daily 
problems, maintaining social relationships, accessing information and learning, entertainment and relaxation, and 
seeking practicality.53 Choi and Drumwright found that motivations for AI use include social interaction, life 
efficiency, and access to information.54 Ng and Lin found that hedonic gratification, social gratification, and functional 
gratification are the three main motivations that drive users to access controversial AI.55 Social motivation, emotion 
regulation motivation, pass-time motivation, and information and enhancement motivation were the most cited 
motivations in the development of technology dependence.38 Based on this and the literature on technology depen-
dence, motivations for AI use can be categorized into four types: 1) escape motivation (eg, to escape from daily 
problems, as suggested by self-escape theory); 2) social motivation (eg, to maintain social relationships, social 
gratification, as suggested by need-to-belong theory); 3) entertainment motivation (eg, hedonic gratification, entertain-
ment and relaxation, as suggested by use and gratification theory); and 4) instrumental motivation (eg, functional 
gratification, the pursuit of utility, and information acquisition, as suggested by use and gratification theory). Different 
types of motivation may play different mediating roles in the relationship between mental health problems and AI 
dependence, as suggested in the technology dependence literature.56,57 We detail the mediating roles of motivation for 
AI use as follows.

AI Social Motivation
Attachment theory was first developed to explain the relationship between parents and children and suggests that because 
children are immature and ill-equipped to deal with threats, they develop behaviors to remain close to their caregivers 
(parents) to receive their protection, warmth, and care to help them survive.58 When faced with emotional problems, 
attachment mechanisms are activated,26 and adolescents may find attachment and belonging in other social agents (eg, AI 
as a social actor.43 Research suggests that human-AI relationships are similar to human-human relationships.2 By using 
AI as a social actor, adolescents have the potential to increase their social connection to technology and rely on AI 
technology.29,59 Based on attachment theory, research on AI chatbots has shown that users form emotional reliance on 
chatbots (eg, Replika chatbot) when faced with emotional problems.26

Need-to-belong theory also proposes that individuals have an innate need to belong, which drives them to interact 
with others (eg, parents, peers, teachers, etc.) to satisfy their need to connect and belong.60 Previous research has shown 
that belonging reflects users’ feelings of attachment to technology (eg, SNS), which is an important indicator of the 
development of technology dependence.61 Thus, we hypothesized the following:

H3: Mental health problems (T1) positively predict AI social motivation (T2), and AI social motivation (T1) 
positively predicts AI dependence (T2). The mediating effect of AI social motivation is significant.
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AI Escape Motivation
Self-escape theory62,63 is commonly used to explain self-destructive behaviors in adolescents (eg, substance use and 
problematic internet use). The theory suggests that when adolescents experience an unpleasant state, such as anxiety or 
depression, they react to this state by attempting to escape from negative thoughts into a state of relatively numb 
cognitive deconstruction, leading to a range of problematic behaviors (eg, drinking, sexual offending, delinquency, 
etc.).63 This theory has recently been extended to explain technology dependence.56,64,65 Internet compensatory theory 
also suggests that people go online or use digital media to escape from real-life issues or to alleviate emotional problems, 
which ultimately leads to technology dependence.40,47,66 Thus, we hypothesized the following:

H4: Adolescent mental health problems (T1) positively predict AI escape (T2), and AI escape (T1) positively predicts 
AI dependence (T2). The mediating effect of AI escape motivation is significant.

AI Entertainment Motivation and AI Instrumental Motivation
Use and gratification theory67 has been widely used to explain why people tend to use technology and eventually develop 
a technology dependence.68,69 This theory suggests that people have many basic needs, such as entertainment and 
information seeking. Technologies such as smartphones and AI provide various platforms for people to satisfy their 
entertainment and information-seeking motivations, such as searching for information, listening to music, and playing 
games.14,55,70,71 When faced with emotional problems, adolescents tend to motivate themselves to entertain or relax, 
offsetting negative emotions by using smartphones or social media.72 However, using technology for entertainment (eg, 
playing games) carries the risk of becoming addicted to technology use.56,73 Accordingly, we hypothesize that the 
following:

H5: Adolescents’ mental health problems (T1) positively predict AI entertainment (T2), and AI entertainment (T1) 
positively predicts AI dependence (T2). The mediating effect of AI entertainment motivation is significant.

Previous research has shown that adolescents use digital media and AI to satisfy their basic needs for information- 
seeking and convenience utility,12,56,68 which can be summarized as instrumental motivation. In the technology 
dependence literature, instrumental motivation is less likely to be identified as an antecedent to the development of 
technology dependence than other motivations (eg, escape, entertainment, socialization).56,74 In addition, depressed 
individuals are more likely to prefer other motivations (eg, escape, entertainment) to cope with emotional problems, with 
instrumental motivation producing fewer relieving effects due to its focus on specific functions of technologies.75 And 
depressed adolescents are less likely to perform instrumental activities on social media (eg, doing homework or 
studying).76 Based on this, we hypothesize the following:

H6: Mental health problems (T1) do not predict AI instrumental motivation (T2), and AI instrumental motivation (T1) 
does not predict AI dependence (T2). The mediating effect of AI instrumental motivation is not significant.

The Present Study
This study used a two-wave longitudinal design in a large sample of adolescents to test the hypothesized cross-lagged 
effects between AI dependence and mental health problems (depression and anxiety) (see Figure 1A) and then used 
a half-longitudinal mediation model to test the longitudinal mediating role of motivations for AI use in the relationship 
between mental health problems and AI dependence (see Figure 1B). The mediating role of four types of motivation for 
AI use (AI escape motivation, AI social motivation, AI entertainment motivation, and AI instrumental motivation) was 
examined. This study contributes to the literature by filling the research gaps in the relationship between AI dependence 
and mental health problems. In addition, this study will provide further insight into how mental health problems affect AI 
dependence.

Methods
Participants
Participants were taken from the “Cohort Study on Developmental Characteristics, Influences, and Outcomes of Children 
and Adolescents’ Use of Modern Information Communication Technology (ICT)” project in the State Key Laboratory of 
Cognitive Neuroscience and Learning at Beijing Normal University. They came from the northern (2.1%), central 
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(52.3%), and southwestern (45.6%) regions of China. This cohort study included 5057 adolescents (male = 2514) in wave 
1 (spring semester 2022) and 3843 adolescents (male =1848) in wave 2 (autumn semester 2022). A total of 1209 
adolescents dropped out at T2, and the final number of participants in the later analysis was 3843 adolescents (male = 
1848, Mage = 13.21 ± 2.55). T test revealed that at T2, the adolescents who responded and those who dropped out differed 
at T1 for anxiety (t = 2.91, p = 0.004, Cohen’s d = 0.095), depression (t = 3.84, p < 0.001, Cohen’s d = 0.124), AI 
dependence (t = 2.14, p = 0.033, Cohen’s d = 0.071), AI escape motivation (t = 2.46, p = 0.014, Cohen’s d = 0.081), age 
(t = −4.19, p < 0.001, Cohen’s d = 0.111), and gender (t = −4.64, p < 0.001, Cohen’s d = −0.160) but did not differ at T1 
for AI instrumental motivation (t = 0.20, p = 0.844, Cohen’s d = 0.007) or AI entertainment motivation (t = −0.52, p = 
0.605, Cohen’s d = −0.017). However, the effect sizes for all T tests were extremely small.77 In terms of demographics, 
67.5% of the participants had an annual household income of less than CNY 100,000, 26.4% between CNY 100,000 and 
CNY 300,000, and 6.1% over CNY 300,000. In terms of parental education, 80.5% of their fathers and 83.3% of their 
mothers had less than a university degree.

Procedure
Volunteer teachers from the school assisted the researchers with data collection. Teachers and researchers distributed 
paper questionnaires to students in their classes, the teachers introduced the questionnaire to students, and the students 
completed the questionnaire independently. All responses were provided in a paper-pencil format. The students took part 
in this survey voluntarily, and if they felt uncomfortable, they could choose to stop answering at any time. Informed 
consent was obtained from all participating students and their parents. IRB approval from the State Key Laboratory of 
Cognitive Neuroscience and Learning at Beijing Normal University was obtained for this study and the procedure was in 
line with the Declaration of Helsinki. In the AI questionnaire, the adolescents were presented with the definition of AI 
(adapted from literature1): “Artificial intelligence is the use of machines (especially computer systems) to simulate the 
process of human intelligence, including learning (acquiring information and rules for using the information), reasoning 
(using rules to reach approximate or definitive conclusions), and self-correction. Specific examples include personal 
assistants (such as Siri, Xiaoai, Xiaodu, Tmall Genie, etc.), intelligent auxiliary equipment, chat robots (such as 
ChatGPT, ERNIE Bot, etc.), social robots (such as service robot) etc”.

Measurement
Depression
Depression in adolescents was assessed using the Patient Health Questionnaire-9 (PHQ-9).78 The scale contains 9 items 
(eg, “Feeling down, depressed, irritable, or hopeless”; “Poor appetite, weight loss, or overeating”), each representing 
a different depressive symptom. The scale uses a 4-point Likert scale (0 = “not at all”, 1 = “several days”, 2= “more than 
half of the days”, and 3= “nearly every day”), with higher total scores indicating higher levels of depression. The scale 

Figure 1 The theoretical model of the cross-lagged effect and half-longitudinal mediation effect. 
Notes: Solid lines indicate significant paths, and dotted lines indicate nonsignificant paths. (A) is the theoretical cross-lagged model, and (B) is the theoretical mediation 
model.
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showed good reliability (αT1 = 0.896, αT2 = 0.930) and validity (CFIT1 = 0.967, TLIT1 = 0.950, RMSEAT1 = 0.075; CFIT2 

= 0.975, TLIT2 = 0.962, RMSEAT2 = 0.079).

Anxiety
The Generalized Anxiety Disorder-7 scale (GAD-7)79 was used to measure anxiety in adolescents. The GAD-7 consists 
of 7 items (eg, “Feeling nervous, anxious or on edge”, “Worrying too much about different things”), and a 4-point Likert 
scale (1 = “Not at all”, 4 = “Nearly every day”) was used to rate these items (αT1 = 0.909, αT2 = 0.942), and the CFA 
showed good construct validity (CFIT1 = 0.981, TLIT1 = 0.969, RMSEAT1 = 0.078; CFIT2 = 0.985, TLIT2 = 0.976, 
RMSEAT2 = 0.081).

AI Dependence
The AI dependence scale was adapted from the Smartphone Addiction Scales.80,81 The AI dependence scale 
consists of five items (eg, “I have tried to reduce the amount of time I spend on AI but failed” and “I feel anxious 
and upset when I cannot use artificial intelligence”). The scale items were selected based on the concept of 
technology dependence.82 Five items expressing the core symptoms of smartphone addiction or problematic 
smartphone use were selected80,83,84 and then adapted into the AI dependence scale. In this study, the AI 
Dependence Scale showed good reliability (αT1 = 0.881, αT2 = 0.953) and construct validity (CFIT1 = 0.955, 
TLIT1 = 0.987, RMSEAT1 = 0.059; CFIT2 = 0.992, TLIT2 = 0.980, RMSEAT2 = 0.066) when using a 4-point Likert 
scale (1 = “strongly disagree”, 4 = “strongly agree”). Detailed items and CFA loadings are provided in the 
Appendix (see Tables S1 and S2).

AI Use Motivation
The AI Use Motivation Scale was revised from the Artificial Intelligence Speaker Use Motivation Scale.85 The revised 
AI Use Motivation Scale consists of four dimensions: 1) escape motivation, which is the motivation to use AI to escape 
from daily problems (eg, “I use AI as a way to escape from family, friends, or other problems”); 2) social motivation, 
which is the motivation to use AI to find the sense of social connection and belonging (eg, “I use AI as a way to avoid 
being alone”); 3) entertainment motivation, which is the motivation to use AI for entertainment activities and enjoyment 
(eg, “I use AI to entertain myself and relax ”); and 4) instrumental motivation, which is the motivation to use AI to search 
for information and gain knowledge (eg, “I use AI to search for and obtain the information I need”). Each dimension 
consists of three items on a 4-point Likert scale (1 = “strongly disagree”, 4 = “strongly agree”). In this study, the AI use 
motivation scale showed good reliability (αT1 = 0.862 ~ 0.895, αT2 = 0.882 ~ 0.935) and construct validity (CFIT1 = 
0.992, TLIT1 = 0.980, RMSEAT1 = 0.092; CFIT2 = 0.970, TLIT2 = 0.957, RMSEAT2 = 0.084). Detailed items and CFA 
loadings were provided in the Appendix (see Tables S1 and S2).

Analytic Procedure
First, the description and correlation between variables were carried out using SPSS 24.0. Second, a cross-lagged panel 
model (CLPM) and a half-longitudinal mediation model were constructed using Mplus 8.4. A cross-lagged panel 
model was used to examine the longitudinal relationship between mental health problems and AI dependence86 (see 
Figure 1A). The CLPM includes both autoregressive effects and cross-lagged effects. The former is the effect of 
a variable at T1 on the same variable at T2, while the latter is the effect of a variable at T1 on another variable at T2, 
controlling for autoregressive effects. A half-longitudinal mediation model86–88 was used to examine the longitudinal 
mediation effects of AI use motivation (see Figure 1B). The model examines the effect of a (the effect of X at T1 on 
M at T2) *b (the effect of M at T1 on Y at T2) to identify longitudinal mediation while controlling for the 
autoregressive effects of X, M, and Y. The advantages of a half-longitudinal design facilitate a cost-effective solution 
to our research problem. According to the World Health Organization,89 gender, age, and subjective SES (“How would 
you rate the socioeconomic status of your family in this town?” (1 = “very poor”, 5 = “very good”)) are three key 
factors affecting adolescent mental health and were controlled for as covariates in the CLPM and half-longitudinal 
mediation models. Finally, effect sizes were determined according to the criteria.90 For the longitudinal cross-lagged 
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model, the effect size is small if |β| is between 0.03 and 0.07, medium if |β| is between 0.07 and 0.12, and large if |β| is 
greater than 0.12.90

Results
Prevalence of AI Dependence and Descriptions of Other Variables
Figure 2 showed the prevalence of AI dependence among adolescents. Across the five items, 9.56% of the adolescents 
reported subjective dependence on AI at T1, increasing to 17.27% at T2; 12.32% reported excessive AI use at T1, 
increasing to 19.74% at T2; 9.35% reported AI use jeopardizing their studies and interpersonal relationships at T1, 
increasing to 14.08% at T2; 9.68% of the adolescents at T1 reported withdrawal symptoms after stopping AI use, 

Figure 2 Prevalence of AI dependence among adolescents by item. 
Notes: Full item information has been added to Table S2 in the Appendix.

Table 1 The Descriptive Statistics and Correlation Results of the Variables

Variables M (SD) 1 2 3 4 5 6 7 8 9 1 11 12 13 14

1. T1 Anxiety 1.82 ± 0.74 — 0.79 0.18 0.26 0.25 0.12 0.14 0.50 0.47 0.13 0.19 0.18 0.06 0.08

2. T1 Depression 1.68 ± 0.63 — 0.21 0.29 0.24 0.11 0.13 0.48 0.51 0.16 0.21 0.18 0.05● 0.07

3. T1 AI dependence 1.52 ± 0.62 — 0.49 0.41 0.19 0.25 0.10 0.11 0.29 0.19 0.18 0.02■ 0.03♦

4. T1 Escape motivation 1.64 ± 0.67 — 0.63 0.29 0.32 0.18 0.20 0.22 0.24 0.21 0.07 0.08

5. T1 Social motivation 2.00 ± 0.77 — 0.50 0.55 0.16 0.17 0.20 0.22 0.29 0.16 0.18

6. T1 Instrumental motivation 2.48 ± 0.80 — 0.75 0.12 0.10 0.06 0.10 0.15 0.28 0.25

7. T1 Entertainment motivation 2.53 ± 0.83 — 0.11 0.10 0.08 0.13 0.18 0.27 0.28

8. T2 Anxiety 1.73 ± 0.74 — 0.85 0.24 0.32 0.30 0.15 0.17

9. T2 Depression 1.65 ± 0.66 — 0.26 0.34 0.31 0.13 0.16

10. T2 AI dependence 1.70 ± 0.72 — 0.65 0.59 0.30 0.31

11. T2 Escape motivation 1.78 ± 0.74 — 0.76 0.38 0.38

12. T2 Social motivation 2.02 ± 0.79 — 0.55 0.55

13. T2 Instrumental motivation 2.48 ± 0.82 — 0.79

14. T2 Entertainment motivation 2.56 ± 0.85 —

Notes: ●p = 0.001, ■p = 0.150, ♦p = 0.067; all other correlations without mark: p < 0.001.
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increasing to 15.51% at T2; and 15.73% of the adolescents at T1 reported a loss of control over AI use, increasing to 
19.91% at T2. Table 1 showed that the means and SDs of AI dependence at T1 and T2 were 1.52 ± 0.62 and 1.70 ± 0.72, 
respectively. Using a mean score greater than 2 as the cutoff for subjective AI dependence, the results indicated that 
17.14% of the adolescents experienced AI dependence at T1, increasing to 24.19% at T2. In general, adolescent 
dependence on AI was not a universal phenomenon but showed an increasing trend.

Table 1 showed that the adolescents’ anxiety and depression decreased slightly at T2; their AI use motivation (escape 
motivation, social motivation, entertainment motivation) also increased slightly, but their instrumental motivation was 
stable. The correlations between the variables were significant, except for the correlations between T1 AI dependence and 
T2 instrumental motivation (r = 0.02, p = 0.150) and between T1 AI dependence and T2 entertainment motivation (r = 
0.03, p = 0.067).

Results from the Cross-Lagged Model
The results (Figure 3) showed cross-lagged models between depression and AI dependence and between anxiety and AI 
dependence. Both the former (χ2 = 27.211, df = 6, p < 0.001; CFI = 0.991, TLI = 0.978; RMSEA = 0.030, 90% CI [0.019, 
0.042]) and latter (χ2 =31.122, df = 6, p < 0.001; CFI = 0.989, TLI = 0.972; RMSEA = 0.033, 90% CI [0.022, 0.045]) 
models showed good fit. Figure 3A shows that after controlling for autoregressive effects, depression at T1 predicted AI 
dependence at T2 (β = 0.104, p < 0.001), whereas AI dependence at T1 did not predict depression at T2 (β = 0.018, p = 
0.188). Figure 3B shows that after controlling for autoregressive effects, anxiety at T1 predicted AI dependence at T2 (β 
= 0.078, p < 0.001), whereas AI dependence at T1 failed to predict anxiety at T2 (β = 0.018, p = 0.191).

Results from Half-Longitudinal Mediation
For the depression → AI use motivation → AI dependence model, mediation models of AI entertainment motivation 
(Figure 4A) (χ2 = 37.761, df = 4, p < 0.001; CFI = 0.991, TLI = 0.924; RMSEA = 0.047, 90% CI [0.034, 0.061]), AI 
instrumental motivation (Figure 4B) (χ2 = 35.827, df = 4, p < 0.001; CFI = 0.991, TLI = 0.927; RMSEA = 0.046, 90% CI 
[0.033, 0.060]), AI social motivation (Figure 4C) (χ2 = 53.686, df = 4, p < 0.001; CFI = 0.991, TLI = 0.922; RMSEA 
0.057, 90% CI = [0.044, 0.071]), and AI escape motivation (Figure 4D) (χ2 = 70.845, df = 4, p < 0.001; CFI = 0.989, TLI 
= 0.910; RMSEA = 0.066, 90% CI [0.053, 0.080]) all showed acceptable fits.

After controlling for autoregressive effects, T1 depression negatively predicted T2 AI entertainment motivation (β = 
−0.041, p = 0.011), whereas T1 entertainment motivation failed to predict T2 AI dependence (β = −0.004, p = 0.804). T1 
depression negatively predicted T2 AI instrumental motivation (β = −0.053, p = 0.001), whereas T1 AI instrumental 
motivation failed to predict T2 AI dependence (β = −0.010, p = 0.535). T1 depression predicted T2 AI social (β = 0.050, 
p = 0.001) and AI escape (β = 0.072, p < 0.001) motivation, and T1 AI social motivation (β = 0.107, p < 0.001) and T1 
AI escae motivation (β = 0.115, p < 0.001) both predicted T2 AI dependence. The bootstrap mediation test (Table 2) 
showed that the mediation effects of AI social motivation (indirect effect = 0.005, p = 0.001, 95% CI [0.002, 0.006]) and 
AI escape motivation (indirect effect = 0.008, p < 0.001, 95% CI [0.006, 0.015]) were significant, whereas AI 

Figure 3 The cross-lagged effects between mental health problems and AI dependence. 
Notes: Solid lines indicate significant paths, and dotted lines indicate nonsignificant paths. (A) is the cross-lagged model regarding the depression and AI dependence, and 
(B) is the cross-lagged model concerning the anxiety and AI dependence.
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entertainment motivation (indirect effect = 0.000, p = 0.826, 95% CI [−0.001, 0.002]) and AI instrumental motivation 
(indirect effect = 0.000, p = 0.529, 95% CI [−0.001, 0.001]) did not play a mediating role.

For the Anxiety → AI Use Motivation → AI Dependence model, mediation models of AI entertainment motivation 
(Figure 5A) (χ2 = 22.707, df = 4, p < 0.001; CFI = 0.994, TLI = 0.953; RMSEA = 0.036, 90% CI [0.023, 0.050]), AI 
instrumental motivation (Figure 5B) (χ2 = 22.106, df = 4, p < 0.001; CFI = 0.995, TLI = 0.956; RMSEA = 0.034, 90% CI 
[0.021, 0.049]), AI social motivation (Figure 5C) (χ2 = 37.363, df = 4, p < 0.001; CFI = 0.993, TLI = 0.946; RMSEA = 
0.047, 90% CI [0.034, 0.061]), AI escape motivation (Figure 5D) (χ2 = 56.826, df = 4, p < 0.001; CFI = 0.991, TLI = 
0.926; RMSEA = 0.059, 90% CI [0.046, 0.073]) all showed acceptable fit.

After controlling for the autoregressive effects, T1 anxiety failed to predict T2 AI entertainment motivation (β = 
−0.021, p = 0.170), and T1 AI entertainment motivation failed to predict T2 AI dependence (β = −0.005, p = 0.777). T1 
anxiety negatively predicted T2 AI instrumental motivation (β = −0.038, p = 0.011), whereas T1 AI instrumental 
motivation failed to predict T2 AI dependence (β = −0.012, p = 0.467). T1 anxiety predicted T2 social motivation (β = 

Table 2 The Indirect Effect of Half-Longitudinal Mediation Analysis

Models Mediators Standardized 
Indirect 

Effects (a*b)

p 95% CI

Depression →AI dependence AI entertainment motivation 0.000 0.826 [−0.001, 0.002]

AI instrumental motivation 0.000 0.529 [−0.001, 0.001]

AI social motivation 0.005 0.001 [0.002, 0.006]
AI escape motivation 0.008 0.000 [0.006, 0.015]

Anxiety →AI dependence AI entertainment motivation 0.000 0.822 [−0.001, 0.002]

AI instrumental motivation 0.000 0.560 [−0.001, 0.001]
AI social motivation 0.006 0.002 [0.003, 0.009]

AI escape motivation 0.009 0.000 [0.006, 0.013]

Figure 4 The results of the depression → AI use motivation → AI dependence model. 
Notes: Entertainment=AI entertainment motivation, Instrumental = AI instrumental motivation, Social = AI social motivation, and Escape = AI escape motivation. Solid lines 
indicate significant paths, and dotted lines indicate nonsignificant paths. (A) is the mediation model between depression and AI dependence when mediator is entertainment 
motivation, (B) is the mediation model between depression and AI dependence when mediator is instrumental motivation, (C) is the mediation model between depression 
and AI dependence when mediator is social motivation, and (D) is mediation model between depression and AI dependence when mediator is escape motivation.
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0.057, p < 0.001) and T2 escape motivation (β = 0.074, p < 0.001), and T1 AI social motivation (β = 0.110, p < 0.001) 
and T1 AI escape motivation (β = 0.118, p < 0.001) predicted T2 AI dependence. The bootstrap test (Table 2) showed 
that AI entertainment motivation (indirect effect = 0.000, p = 0.822, 95% CI [−.001, 0.002]) and AI instrumental 
motivation (indirect effect = 0.000, p = 0.560, 95% CI [−.001, 0.001]) were not mediators, whereas the mediation effects 
of AI social motivation (indirect effect = 0.006, p = 0.002, 95% CI [0.003, 0.009]) and AI escape motivation (indirect 
effect = 0.009, p < 0.001, 95% CI [0.006, 0.013]) were significant.

Discussion
This study used two waves of longitudinal data to explore the relationship between mental health problems and AI 
dependence and the mechanisms involved. We found that adolescent AI dependence increased over time, and 17.14% of 
the adolescents experienced AI dependence at T1 and 24.19% at T2. Only mental health problems (anxiety and 
depression) positively predicted later AI dependence, and not vice versa. AI escape motivation and AI social motivation 
mediated the relationship between mental health problems and AI dependence, whereas AI entertainment motivation and 
AI instrumental motivation did not. These findings provide a preliminary exploration of AI dependence and its relation-
ship to psychological distress, with theoretical and practical implications.

Relationship Between Mental Health Problems and AI Dependence
The results showed that the effect of mental health problems on AI dependence was longitudinal, and unlike most 
previous studies in the technology dependence framework (eg, a bidirectional relationship between depression and 
problematic smartphone use),91 no bidirectional relationship was found between them. Both H1 and H2 were supported. 
This is consistent with previous arguments that adolescents with emotional problems tend to use technology to cope and 
are at a higher risk of developing technology dependence.91 Similarly, when in emotional distress, adolescents may 
perceive AI (chatbot, social robot) to be a friend or partner.43 They turn to AI to share their emotions and increase self- 
disclosure for support, and the AI provides companionship, advice, safe spaces, and empathy to the adolescent.5,24 This 
ultimately promotes attachment to and dependence on AI.29

Figure 5 The results of the anxiety → AI use motivation → AI dependence model. 
Notes: Entertainment=AI entertainment motivation, Instrumental = AI instrumental motivation, Social = AI social motivation, and Escape = AI escape motivation. Solid lines 
indicate significant paths, and dotted lines indicate nonsignificant paths. (A) is the mediation model between anxiety and AI dependence when mediator is entertainment 
motivation, (B) is the mediation model between anxiety and AI dependence when mediator is instrumental motivation, (C) is the mediation model between anxiety and AI 
dependence when mediator is social motivation, and (D) is mediation model between anxiety and AI dependence when mediator is escape motivation.
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AI dependence did not show any longitudinal prediction of mental health problems, in contrast to the findings of some 
qualitative research. Replika users reported distress and negative emotions when they became overly dependent on the 
chatbot.29 Reliance on AI can also disrupt or replace real-life relationships, which can threaten users’ mental health,26 

while some studies suggest that using AI can increase individuals’ social capital and benefit their mental health.30 Why 
do our results contradict the findings of previous studies? There are several possible reasons. First, previous studies were 
cross-sectional and used a qualitative approach26,29 to show the concurrent effects of AI dependence on mental health 
problems. Such effects may be short-term (eg, a few days) and diminish in the long term. For example, Croes and 
Antheunis (2021) recently showed that in longitudinal interactions with social robots, people initially experience 
relationship formation and then form relationships that diminish over time because they find the chatbot less attractive 
and empathetic and show less self-disclosure. This reduction in interaction with AI may decrease the effects of AI 
dependence on mental health problems over a long period. Second, whereas previous findings were derived from studies 
of one AI technology (eg, a voice assistant, social robot, or chatbot), the present study conducted an overall evaluation of 
AI technology. Specific and general evaluations of AI technologies may have different influences. Third, the development 
of AI is at an early stage, with the prevalence of experienced AI dependence being very low (as shown in this study) and 
therefore hardly a threat to mental health. Finally, most previous research on AI dependence and mental health problems 
has been conducted with adult samples, unlike the adolescent sample in this study.

Mediating Role of Motivation to Use AI
Escape motivation showed a mediating effect between mental health problems and AI dependence. This result supports H3 and is 
consistent with previous findings and research on technology dependence56,63–65 that adolescents turn to AI technology to escape 
emotional problems when experiencing depression or anxiety. Several studies have examined the effects of entertainment, 
instrumental, and social interaction motivations on actual AI use and intentions to continue using AI (risk of AI dependence)92,93 

while ignoring the effects of escape motivation on AI dependence. The present study fills this gap and identified the mediating role 
of escape motivation in the relationship between adolescent mental health problems and AI dependence.

Social motivation also mediates the relationship between mental health problems and AI dependence, supporting H4. 
This is consistent with the core principle of attachment theory and need-to-belonging theory, which suggest that when 
faced with emotional problems or stress, adolescents use AI as a social actor, become attached to AI to feel secure and 
find connections with others to alleviate their negative emotions and psychological distress (eg, loneliness).26,29 As 
suggested, social motivation is indeed a force that increases users’ intentions to continue using AI.93

Both entertainment and instrumental motivation failed to mediate the relationship between mental health problems 
and AI dependence, rejecting H5 and supporting H6. Our findings are inconsistent with research on technology 
dependence, which suggests that mental health distress may develop into technology dependence through entertainment 
motivation.68,69 Recent research may shed light on this, with both longitudinal and cross-sectional studies showing that 
entertainment motivation can increase ongoing AI use intentions92,93 but not subsequent actual AI use.92 The failure to 
increase the actual use of AI suggests that entertainment motivation contributes little to the formation of dependence on 
AI. There may also be another explanation. AI has had a shorter development time than previous technologies. While the 
development of traditional technologies (eg, smartphones) has a long history in creation, innovation, and application in 
our society, indicating mature systems and entertainment design, AI products are still at an early stage of development 
with less mature features and less well-designed entertainment, especially for adolescents (eg, most AI products are 
designed for adults12).

For instrumental motivation, the insignificant mediation supports H6 and previous technology literature that shows 
mental health problems to be less likely to motivate individuals to pursue instrumental needs (eg, seeking information) 
than social connection or escape needs.75 Instrumental use of technology also has less impact on adolescents’ technology 
dependence than entertainment and social motivation.56

Implications, Future Directions, and Limitations
This study fills a gap in the literature on AI dependence by examining, for the first time, the prevalence of AI dependence among 
adolescents and the longitudinal relationship between AI dependence and mental health problems among adolescents, as well as 
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the mechanisms between the two. The increasing trend of AI dependence among adolescents argues for more attention to be paid 
to this issue in the future, but there should be no undue panic, as the impact of AI dependence on psychological distress is limited at 
this stage. This is also the first study to examine AI dependence as a whole rather than assessing a specific AI product.5,27,29,35 AI 
technology has increasingly penetrated young people’s homes and daily lives, and the results of this study could provide some 
guidance and suggestions for research and practice on the topic of AI dependence and mental health among young people. The 
findings have theoretical implications by showing differences between AI technology and older technologies, such as smart-
phones or computers, in terms of their relationships with mental health problems and technology use. This may support the 
uniqueness of human-AI interactions by highlighting AI as not only a mediator but also a direct communicator/actor in social 
interactions.11,36 In addition, theories and literature on the technology dependence framework were examined in the context of AI 
technologies, suggesting a potential guiding role of traditional technologies in exploring current issues related to AI technologies. 
Moreover, from a more ecological perspective (rather than a laboratory perspective), this study may also indicate that the use of AI 
can help alleviate negative emotions and address mental health problems in adolescents,4,5,12,24 showing the promising applica-
tions of AI in adolescent emotional problems.

In terms of future research, first, research on the general and specific assessment of AI technology should be given equal 
weight, as AI technologies and related products are diverse and have different functions, and young people do not use just one type 
of AI technology. Focusing on these two aspects will facilitate a better understanding of the impact of AI on youth development. 
Second, the development of AI technology is still in its early stages, and it may be too early to properly talk about AI panic. 
Instead, future research should focus on how the further development of AI affects the development of young people, as AI 
technology is innovating rapidly. Third, mental health should focus on not only the psychopathological aspects but also positive 
indicators (eg, well-being or life satisfaction). Current indicators (anxiety/depression) focus on negative emotions, and future 
research should also explore the relationship between positive mental health indicators and AI dependence.

This study has several limitations. First, the data in this study were self-reported, and subjective bias may have 
affected the results. Second, this study was based on Chinese adolescents, whereas technology use among adolescents 
varies by country and culture (eg, adoption, type, etc.).94 Third, the participants who dropped and stayed at follow-up 
showed differences in some variables at T1, but the effect size of this discrepancy was too small to be considered.

Conclusion
The prevalence of subjectively perceived AI dependence in adolescents was 17.14% at T1 and 24.19% at T2, indicating 
an upward trend. AI dependence in adolescents was not predictive of subsequent anxiety and depression, suggesting 
panic over AI technology is unnecessary at present. In contrast, mental health problems had a positive prospective effect 
on AI dependence, which was mediated by motivations for AI use. Specifically, AI escape motivation and AI social 
motivation mediated the longitudinal effect between anxiety and AI dependence as well as the effect between depression 
and AI dependence, whereas AI entertainment motivation and AI instrumental motivation showed no mediation towards 
anxiety and depression. Overall, the effect sizes for the cross-lagged and mediation effects were medium.
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