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Purpose: This study sought to develop an unbalanced-ensemble model that could accurately predict death outcomes of patients with 
comorbid coronary heart disease (CHD) and hypertension and evaluate the factors contributing to death.
Patients and Methods: Medical records of 1058 patients with coronary heart disease combined with hypertension and excluding 
those acute coronary syndrome were collected. Patients were followed-up at the first, third, sixth, and twelfth months after discharge to 
record death events. Follow-up ended two years after discharge. Patients were divided into survival and nonsurvival groups. According 
to medical records, gender, smoking, drinking, COPD, cerebral stroke, diabetes, hyperhomocysteinemia, heart failure and renal 
insufficiency of the two groups were sorted and compared and other influencing factors of the two groups, feature selection was 
carried out to construct models. Owing to data unbalance, we developed four unbalanced-ensemble prediction models based on 
Balanced Random Forest (BRF), EasyEnsemble, RUSBoost, SMOTEBoost and the two base classification algorithms based on 
AdaBoost and Logistic. Each model was optimised using hyperparameters based on GridSearchCV and evaluated using area under the 
curve (AUC), sensitivity, recall, Brier score, and geometric mean (G-mean). Additionally, to understand the influence of variables on 
model performance, we constructed a SHapley Additive explanation (SHAP) model based on the optimal model.
Results: There were significant differences in age, heart rate, COPD, cerebral stroke, heart failure and renal insufficiency in the 
nonsurvival group compared with the survival group. Among all models, BRF yielded the highest AUC (0.810; 95% CI, 0.778–0.839), 
sensitivity (0.990; 95% CI, 0.981–1.000), recall (0.990; 95% CI, 0.981–1.000), and G-mean (0.806; 95% CI, 0.778–0.827), and the 
lowest Brier score (0.181; 95% CI, 0.178–0.185). Therefore, we identified BRF as the optimal model. Furthermore, red blood cell 
count (RBC), body mass index (BMI), and lactate dehydrogenase were found to be important mortality-associated risk factors.
Conclusion: BRF combined with advanced machine learning methods and SHAP is highly effective and accurately predicts mortality 
in patients with CHD comorbid with hypertension. This model has the potential to assist clinicians in modifying treatment strategies to 
improve patient outcomes.
Keywords: coronary heart disease comorbid with hypertension, ensemble learning, balanced random forest, SHAP, Prognosis

Introduction
The incidence of coronary heart disease (CHD) is increasing due to the ageing population and gradual adoption of 
unhealthy lifestyles.1 CHD is a significant threat to public health,2 with approximately 11.39 million individuals currently 
diagnosed.3 Hypertension and CHD are closely related4,5 in that hypertension is the leading preventable risk factor for 
CHD.6 According to the consensus of Chinese experts on blood pressure management in patients with hypertension 
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combined with coronary heart disease, patients with hypertension are often exhibit by left ventricular hypertrophy, 
leading to increased myocardial oxygen consumption and coronary microcirculation disorders. When combined with 
coronary heart disease, coronary blood supply is reduced, making myocardial ischemia more likely to occur, which poses 
greater health risks and a more serious disease burden. Epidemiological data shows that the prevalence rate of CHD 
patients with hypertension in Chinese population is as high as 60%, and about 71.8% of hospitalized CHD patients in 
China have hypertension. Therefore, predicting the mortality of CHD patients with hypertension is of greater practical 
and clinical significance, aligning more closely with China’s national conditions.7,8 Accurately predicting the prognosis 
of patients with CHD and comorbid hypertension has significant implications. It can guide tertiary prevention, inform 
treatment strategies for healthcare providers, allocate public health resources, and inform government decision-making.

In recent decades, machine learning has emerged as a valuable tool for predicting disease prognosis.9 Different 
machine learning algorithms have demonstrated high accuracy and speed in analysing various types of medical data.10 

However, class unbalance, an uneven distribution of positive and negative results, can lead traditional classification 
methods to produce biased predictions favouring the majority class. This problem poses significant challenges for 
machine learning and data mining.11,12 Considerable progress has been made in addressing the challenges of unbalanced 
datasets. The progress includes the development of various techniques, such as resampling, random undersampling, 
random oversampling, CUSBoost, and SMOTE, as well as ensemble-based approaches, including Bagging and 
Boosting.13–16 Owing to the unique characteristics of various biomedical datasets, different algorithms may be required, 
and ensemble learning techniques can significantly enhance the performance of most unbalanced methods.17 In recent 
years, unbalanced-ensemble algorithms have gained popularity in medical research due to their effectiveness in handling 
unbalanced datasets. Among these algorithms, SMOTEBoost, RUSBoost, and other machine learning methods have 
emerged as the most preferred. These unbalanced-ensemble algorithms combine ensemble learning with various weak 
classifiers and sampling techniques to improve prediction performance and enhance model robustness.18
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The aim of this study was to construct an optimal ensemble model to address the issue of unbalanced datasets in 
predicting death outcomes in patients with CHD comorbid with hypertension. The model was developed to accurately 
predict patient outcomes and evaluate the risk factors associated with mortality. To achieve this, advanced machine 
learning and SHAP models were used to explain the variables influencing model performance. This study could help 
clinicians adjust treatment strategies in real time.

Patients and Methods
Study Population
This was a prospective cohort study to predict all-cause mortality outcomes in CHD patients comorbid with hypertension. 
Patients admitted between November 2017 and June 2020 in the cardiology department of a medical university hospital 
in Shanxi Province, China, were enrolled in this study in accordance with the inclusion and exclusion criteria.

The inclusion criteria were 1) aged ≥18 years; 2) diagnosed with CHD according to the guidelines for the diagnosis 
and treatment of coronary heart disease;19 and 3) diagnosed with hypertension according to the Hypertension Prevention 
and Treatment Guidelines.20 Patients with a concurrent mental illness, concurrently suffering from other diseases with an 
expected survival time of less than 1 year, or refusing to participate in the program were excluded.

Data Collection
This study retrieved patient information from electronic medical records stored in the medical cloud. The information 
included patient demographics, medical history, physical examination results and vitals, currently prescribed medical 
therapy, and laboratory parameters. After discharge from the hospital, all patients were followed up by a trained specialist 
over the phone at the first, third, sixth, and twelfth months. Based on the inclusion and exclusion criteria, 3263 patients 
with CHD comorbid with hypertension were included.

The variables from the medical records were collected including the following:
General information: demographic characteristics, smoking, drinking, allergy history, family history, surgical history;
Comorbidities: atrial fibrillation, COPD, valvular disease, hyperlipidemia, diabetes, embolism, ventricular aneurysm, 

renal insufficiency, obesity, hyperkalemia/hypokalemia;
Physical signs: body temperature, blood pressure, height, weight, respiratory rate, heart rate;
Laboratory tests: blood routine, liver function, lipids, kidney function, electrolytes, thyroid function, coagulation 

function, blood gas analysis, blood glucose, urine routine;
Drug treatment: anticoagulants, such as aspirin, clopidogrel, warfarin, ordinary heparin, enoxaparin, etc.; Statins, such 

as simvastatin, atorvastatin, rosuvastatin, pravastatin, etc. Calcium antagonists, such as amlodipine, levamamlodipine, 
benidipine; Beta blockers, such as metoprolol, metoprolol sustained-release tablets, bisoprolol, etc.; Diuretics, such as 
tolasemide, Furosemide, tolvaptan, hydrochlorothiazide, etc.; Aldosterone antagonists, such as spironolactone, eplere-
none, etc.; Cardiotonic, such as digoxin, sildilan, dobutamine, etc.

The cohort used in this study was the Prospective Cohort and Prognostic Study of Coronary Atherosclerotic Heart 
Disease registered with the Chinese Clinical Trial Registry, registration number ChiCTR2100043434.

Study Outcomes
The primary endpoint of the study was all-cause mortality during the follow-up period. All-cause mortality was defined 
as death from any cause.

Data Pre-Processing and Feature Selection
Our dataset initially included hundreds of clinical variables. Based on relevant studies on missing value processing,21 

variables with a missing ratio greater than 30% and samples with a missing ratio greater than 20% were excluded from 
our dataset. Variables with a less than 30% missing ratio were retained and imputed using the MissForest algorithm.22 

Because there are missing values in the data, the missing values are analyzed. Based on relevant literature, or possible 
influencing factors of patients with coronary heart disease and hypertension, the form is divided into original data 
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missing value analysis and data missing value analysis with a deletion ratio ≥ 20%. The results are shown in 
Supplementary Tables 1 and 2.

In this study, feature screening was performed using XGBoost. Studies have indicated that utilising XGBoost for 
feature selection improves efficiency compared to traditional methods and leads to a superior predictive performance of 
the model.23 Given the potential impact of data dimensionality on the effectiveness of feature selection, we ranked 
categorical and continuous variables based on their importance in predicting disease prognosis. We retained the top 20 
variables that significantly impacted disease prognosis.24

Statistical Analysis
The data were processed by SPSS24.0, and measurement data conforming to normal distribution were represented by 
x� s. The comparison between groups was performed using a t-test of independent samples, and the intra-group 
comparison using a t-test of paired samples. Measurement data that did not conform to a normal distribution were 
represented by Md (P25,P75). They were made by Wilcoxon’s rank sum test, which was made by comparing two 
independent samples, and the enumeration data was made by n (%) and by chi-square test or exact probability test of 
Fisher. P<0.05 was statistically significant. (See Supplementary Table 3 for normality tests).

Research Methodology
Balanced Random Forest
BRF was employed in this study to generate a system tree from the undersampling data. The BRF algorithm included the 
following steps: adding random undersampling to each round of self-service sampling, randomly selecting several 
samples from a few classes, and then randomly selecting the same number of samples from many classes to form 
a balanced dataset. The algorithm used the balanced dataset as input for each iteration. The largest decision tree was 
derived from the data without pruning it. The decision tree was derived from the CART algorithm and modified 
accordingly. Instead of searching for all attributes to obtain the best-split variables on each node, one attribute was 
randomly selected as a split variable. The steps were repeated to generate multiple decision trees to form a random forest, 
which eventually led to classification by simple voting.25

Easyensemble
The EasyEnsemble algorithm is a data augmentation technique that is particularly effective in dealing with highly 
unbalanced data. The algorithm randomly divides the majority class samples into N subsets, each with the same number 
of samples as the minority class. The resulting subsets of the majority and minority samples were combined to train an 
AdaBoost-based classification model. Finally, the outputs of the individual base classifiers were combined to obtain the 
final classification model.16

RUSBoost
The RUSBoost algorithm is a combined algorithm that integrates undersampling with boosting to improve classification 
performance. Boosting is a machine learning technique that converts weak classifiers into strong ones. One of the most 
commonly used boosting algorithms is the AdaBoost algorithm proposed by Freund et al. The RUSBoost algorithm used in this 
study was based on the AdaBoost algorithm. The RUSBoost algorithm initially trains a base classifier using the initial training 
set and then adjusts the distribution weight of each training sample based on the training error of the current base classifier. This 
method strengthens the focus on misclassified samples in subsequent training iterations by increasing their weight. The adjusted 
sample was then used to train the next base classifier, and this process was iterated N times until N base classifiers were 
generated. Finally, the test samples were predicted by weighted voting based on the results of the N base classifiers.26

SMOTEBoost
SMOTEBoost is a boosting algorithm that integrates the Synthetic Minority Over-sampling Technique (SMOTE) with 
the traditional boosting algorithm. Boosting combines several weak classifiers to form a strong classifier. However, 
because boosting assigns the same weight to all examples and samples of the wrong classification, it mainly focuses on 
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the data pool composed of the majority classes. To reduce the inherent bias caused by class unbalance and increase the 
sampling weight of minority classes, the SMOTE algorithm is introduced into each class. This introduces synthetic 
samples into the minority class, thereby increasing the number of learning samples for the minority classes.15

AdaBoost
AdaBoost, short for Adaptive Boosting, is an adaptive algorithm that increases the weight of previously misclassified 
base classifiers while reducing the weight of correctly classified ones. In each iteration, a new weak classifier is added 
until a predetermined maximum number of iterations or a sufficiently small error rate is reached.27

Logistic
Logistic regression is a well-established statistical classification method. It is a linear model that creates regression 
equations to determine classification boundary lines based on available data. The term “regression” in this context refers 
to finding the best-fit parameters for the model.

Model Development
In this study, the training and test sets were randomly partitioned in an 8:2 ratio. On the training set, GridSearchCV is used to 
build a 5-fold cross-validation. One part is taken as the test set without repetition each time, and the other four parts are used as the 
training set to train the model. The AUC is used as the scoring standard to conduct a grid search to determine the best 
configuration of the model. To achieve a more reliable performance estimate, mitigate reporting of biased results, and prevent 
over-fitting, we repeated the persistence method 100 times using different random seeds and calculated the average performance 
across these 100 repetitions. This study built the model in the imbalanced ensemble and sklearn ensemble libraries in Python 3.7. 
The model parameters are provided in Supplementary Table 4.

Model Evaluation Metrics
In this study, performance metrics such as AUC, sensitivity, recall, Brier score28 and G-mean29 were employed to assess 
the performance of the machine learning model. Higher values of AUC, sensitivity, recall, and G-mean indicate better 
performance of the machine learning model. In contrast, a lower Brier score indicates better model stability and can 
effectively prevent overfitting.

Model performance was evaluated using visualisations such as the receiver operating characteristic (ROC) curve, lift 
curve,30 Kolmogorov–Smirnov(KS) curve,31 and precision-recall curve. A higher area under the ROC curve indicates 
better model accuracy, whereas a larger lift exponent signifies better model performance. The Kolmogorov–Smirnov 
curve measures the model’s ability to distinguish between classes, with a greater distance between the curves indicating 
better performance. The precision-recall curve indicates the trade-off between precision and recall, with a curve closer to 
the upper right indicating better performance (see Figure 1 for model development and evaluation).

Model Interpretability
The most effective machine learning model among the six was selected to evaluate the importance of each variable. 
Additionally, we utilised SHAP32 as an updated approach to interpret the machine learning models. This approach helps 
illustrate the impact of individual features by explaining the overall impact of tree sets in the form of specific feature 
contributions.

The best way to explain a simple machine learning model is through the model itself, which is easy to understand. 
However, for complex models, such as ensemble models, the underlying principles are complex and difficult to explain using 
the original model. Therefore, the SHAP model has emerged as a way to simplify the explanation of complex models.
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Results
Basic Information
A total of 1058 hospitalised patients were enrolled, with 751 (71.0%) males and 307 (29.0%) females. Among them, 67 
(6.3%) patients experienced mortality, 991 (93.7%) patients were still alive at the end of follow-up. The ratio of the two 
groups was 1:14.79, indicating that the dataset was unbalanced. The baseline data are shown in Table 1.

Figure 1 Analytical processes for model development and evaluation.
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Table 1 Single Factor Analysis of Baseline Data

Variable Survivors (n=991) Nonsurvivors (n=67) p

Drinking (n%) 0.665

Yes 306.0 (30.9) 19.0 (28.4)

No 685.0 (69.1) 48.0 (71.6)
PCI (n%) 0.886

Yes 317.0 (31.9) 22.0 (32.8)

No 674.0 (68.1) 45.0 (67.2)
Gender (n%) 0.877

Male 704.0 (71.0) 47.0 (70.1)

Female 287.0 (29.0) 20.0 (29.9)
Smoking (n%) 0.664

Yes 535.0 (54.0) 38.0 (56.7)
No 456.0 (46.0) 29.0 (43.3)

Age (years) 69.0 (62.0,76.0) 79.0 (70.0,84.0) 0.001

Heart rate (heart rate) 78.0 (70.0,84.0) 82.0 (77.0,92.0) 0.001
Comorbidity
COPD (n%) <0.001

Yes 617.0 (62.3) 22.0 (2.8)
No 374.0 (37.7) 45.0 (67.2)

Cerebral stroke (n%) <0.001

Yes 116.0 (11.7) 20.0 (29.9)
No 875.0 (88.3) 47.0 (70.1)

Diabetes (n%) 0.452

Yes 759.0 (76.6) 54.0 (80.6)
No 232.0 (23.4) 13.0 (19.4)

Hyperhomocysteinemia (n%) 0.670

Yes 40.0 (4.0) 2.0 (3.0)
No 951.0 (96.0) 65.0 (97.0)

Hyperlipidaemia (n%) 0.105

Yes 75.0 (7.6) 1.0 (1.5)
No 916.0 (92.4) 66.0 (98.5)

Arrhythmia (n%) 0.768

Yes 870.0 (87.8) 58.0 (86.6)
No 121.0 (12.2) 9.0 (13.4)

Heart failure (n%) 0.015

Yes 20.0 (2.0) 5.0 (7.5)
No 971.0 (98.0) 62.0 (92.5)

Renal insufficiency (n%) 0.001

Yes 983.0 (99.2) 64.0 (94.0)
No 8.0 (0.8) 4.0 (6.0)

Laboratory index
Red blood cell count (1012/L) 4.4 (3.9,4.8) 3.8 (3.2,4.5) 0.001
Blood glucose (mmol/L) 5.3 (4.8,6.6) 5.4 (4.8,7.1) 0.717

Lactate dehydrogenase (U/L) 192.0 (166.0,230.0) 242.0 (174.0,303.0) 0.001

BMI (kg/m2) 23.6 (22.1,24.9) 22.2 (21.0,23.1) 0.001
Apolipoprotein a1 (g/L) 1.2 (1.0,1.3) 1.1 (0.8,1.2) 0.001

Creatine Kinase Isoenzyme (U/L) 9.2 (3.6,13.2) 7.7 (4.0,12.6) 0.509

Serum potassium (mmol/L) 4.1 (3.8,4.3) 4.2 (4.0,4.4) 0.007
Glutamic oxalacetic transaminase (U/L) 20.9 (16.8,28.3) 24.0 (17.3,32.8) 0.174

Blood magnesium (mmol/L) 0.9 (0.8,1.0) 0.9 (0.8,0.9) 0.403

Blood calcium (mmol/L) 2.3 (2.2,2.3) 2.2 (2.1,2.3) 0.001

(Continued)
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Feature Selection
Feature selection was performed using the XGBoost model. Figure 2 displays the top 10 variables selected for their 
importance among the counting variables and continuous variables, which include characteristics such as drinking, chronic 
obstructive pulmonary disease (COPD), percutaneous transluminal coronary intervention (PCI), gender, smoking, cerebral 
stroke, beta-blockers, diabetes, age, RBC, blood glucose, lactate dehydrogenase, BMI, apolipoprotein A1 (APOA1), creatine 
kinase isoenzyme, and others. Ultimately, a set of 20 optimal features was identified and used to construct the model.

Model Prediction Performance Comparison
Table 2 presents the performance metrics of the evaluated machine learning models, showing that the BRF model 
outperformed the other five models with an AUC of 0.810 (95% CI:0.778, 0.839), G-mean of 0.806 (95% CI:0.778, 
0.827), sensitivity of 0.990 (95% CI:0.981, 1.000), and recall of 0.990 (95% CI:0.981, 1.000). Furthermore, the Brier 
score of the BRF model was the lowest at 0.181 (95% CI:0.178, 0.185) compared to the other three unbalanced ensemble 

Table 1 (Continued). 

Variable Survivors (n=991) Nonsurvivors (n=67) p

Serum sodium (mmol/L) 140.0 (138.0,142.0) 138.0 (134.0,141.0) 0.001

Systolic pressure (mmHg) 123.0 (116.0,131.0) 124.0 (117.0,131.0) 0.766
Diastolic pressure (mmHg) 73.0 (68.0,78.0) 71.0 (67.0,75.0) 0.065

AST/ALT 1.1 (0.9,1.5) 1.5 (1.1,1.9) 0.001

Total cholesterol (mmol/L) 3.6 (3.0,4.5) 3.3 (2.6,4.2) 0.011
Triglyceride (mmol/L) 1.2 (0.9,1.7) 1.0 (0.7,1.4) 0.001

High density lipoprotein cholesterol (mmol/L) 1.8 (1.1,29.7) 19.4 (1.2,31.3) 0.223

Low density lipoprotein cholesterol (mmol/L) 2.1 (1.6,2.6) 1.8 (1.4,2.4) 0.008
Apolipoprotein B (g/L) 0.7 (0.5,0.8) 0.6 (0.5,0.8) 0.060

Lipoprotein (a) (g/L) 24.2 (12.4,37.6) 32.6 (14.4,42.1) 0.042

Uric Acid (mmol/L) 307.0 (255.0,381.0) 305.0 (230.0,357.0) 0.329
Blood chlorine (mmol/L) 106.0 (103.0,108.0) 104.0 (99.0,107.0) 0.002

Serum phosphorus (mmol/L) 1.1 (1.0,1.2) 1.0 (0.9,1.2) 0.105

Cystatin C (mg/L) 0.8 (0.6,0.9) 0.9 (0.7,1.3) 0.001
Myohaemoglobin (g/L) 38.0 (29.1,56.2) 51.4 (36.2,82.8) 0.001

Drug usage
Antiplatelet drug (n%) 0.001

Yes 462.0 (46.6) 17.0 (25.4)

No 529.0 (53.4) 50.0 (74.6)
Heparins (n%) 0.469

Yes 987.0 (99.6) 67.0 (100.0)

No 4.0 (0.4) 0.0 (0.0)
Statins (n%) 0.015

Yes 621.0 (62.7) 32.0 (47.8)

No 370.0 (37.3) 35.0 (52.2)
Vasodilator drugs (n%) 0.034

Yes 247.0 (24.9) 9.0 (13.4)

No 744.0 (75.1) 58.0 (86.6)
Hypotensive drugs (n%) 0.51

Yes 94.0 (9.5) 8.0 (11.9)

No 897.0 (90.5) 59.0 (88.1)
Beta-blockers (n%) 0.353

Yes 387.0 (39.1) 30.0 (44.8)

No 604.0 (60.9) 37.0 (55.2)
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models, and the difference between the metrics was statistically significant. Therefore, we selected the BRF model as the 
optimal model for further analysis.

Figure 3 illustrates that the BRF model has the largest area under the ROC curve, and the lift curves indicate lift 
values greater than 1 and 20, suggesting that the model is both stable and efficient. The KS statistics of the model was 
0.995, the highest among all six models, indicating that the model had the best discrimination ability. Moreover, the 
precision-recall curves of the positive and negative BRF curves had the highest areas of 1.000 and 0.989, respectively. 
Thus, we conclude that the BRF model is optimal for this study.

Interpretation of Predictive Features
The SHAP values provide information about the contribution of each feature to the final prediction and help explain the 
model predictions for individual patients. Figure 4A illustrates the influential features of the model, including age, BMI, 
RBC, lactate dehydrogenase, COPD, and APOA1. In the SHAP interpretation model, each point represents a sample and 
is stacked lengthwise according to the sample size, with the colour indicating the eigenvalue (red for high values and blue 
for low values). Figure 4B shows that low age, high RBC, high BMI, low lactate dehydrogenase, high apolipoprotein A1, 
low blood potassium, low heart rate, and high blood calcium positively affect the model prediction. Specifically, as 

Figure 2 The importance of feature screening. 
Notes: BMI, Body Mass Index; CKMB, Creatine Kinase Isoenzyme; K, potassium; AST, glutamic oxaloacetic transaminase; Mg, magnesium; Ca, calcium; Na, sodium; AST/ 
ALT, glutamic-oxaloacetic transaminase/glutamic-pyruvic transaminase; Cl, chlorine; P, phosphorus; COPD, chronic obstructive pulmonary disease; PCI, Percutaneous 
Transluminal Coronary Intervention).

Table 2 Indicators of Six Models

Models/indicators AUC Sensitive Recall Brier G-mean

BRF 0.810 (0.778,0.839) 0.990 (0.981,1.000) 0.990 (0.981,1.000) 0.181 (0.178,0.185) 0.806 (0.778,0.827)
EasyEnsemble 0.774 (0.770,0.778)* 0.983 (0.979,0.987)* 0.983 (0.979,0.987)* 0.215 (0.213,0.217)* 0.773 (0.770,0.777)*

RUSBoost 0.713 (0.677,0.745)* 0.963 (0.959,0.978)* 0.963 (0.959,0.978)* 0.219 (0.215,0.221)* 0.696 (0.654,0.737)*

SMOTEBoost 0.624 (0.611,0.662)* 0.955 (0.948,0.969)* 0.955 (0.948,0.969)* 0.209 (0.208,0.210)* 0.562 (0.536,0.609)*
AdaBoost 0.531 (0.500,0.571)* 0.938 (0.928,0.949)* 0.938 (0.928,0.949)* 0.159 (0.156,0.162)* 0.352 (0.235,0.444)*

Logistic 0.497 (0.494,0.500)* 0.934 (0.931,0.938)* 0.934 (0.931,0.938)* 0.064 (0.060,0.069)* 0.246 (0.238,0.252)*

Notes: Predictive models for BRF, EasyEnsemble, RUSBoost, SMOTEBoost, AdaBoost, and Logistic CHD comorbid with hypertension were constructed from the same 
training set and applied to the same testing set. A comparison of the prediction results of various models used the median statistical description. Median (Q1-Q3) means Median 
and Interquartile Range. Nonparametric Friedman test and Nemenyi post hoc test were used to make a comparison with the BRF, “ *” P < 0.05, the bolded font in the table 
indicates the best index value of the same class).
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shown in Figure 5, these factors play a positive role in predicting improved outcomes and a negative role in predicting 
death outcomes.

Discussion
Hypertension is considered a crucial risk factor for CHD. The mortality rate of patients with CHD comorbid with 
hypertension is higher than that of patients with CHD.33,34 In this study, a combination of an unbalanced ensemble 
algorithm and advanced machine learning methods was utilised to accurately predict the mortality outcomes of patients 
with CHD comorbid with hypertension and assess the risk factors associated with mortality.

Figure 3 Precise-recall curve, ROC, lift curve, and Kolmogorov Smirnov curve for six models.
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Based on the experimental results, we have demonstrated that the unbalanced ensemble algorithm outperforms 
traditional machine learning algorithms in predicting the prognosis of CHD patients comorbid with hypertension. 
Additionally, we found that undersampling may be a better or at least comparable approach to oversampling.35 BRF, 
EasyEnsemble, and RUSBoost, proposed in this study, demonstrated clear advantages over SMOTEBoost in predicting 
the mortality of patients with CHD comorbid with hypertension. In the ensemble model based on undersampling, BRF 
introduces undersampling in each round of self-service sampling, significantly improving its performance and exceeding 
that of the other two models.36 The model’s superiority is evident in various metrics, such as AUC, G-mean, and lift 
curves. In addition, the Brier score of the BRF is also better than that of the other unbalanced ensemble algorithms, which 
shows that the model has good calibration and stable performance and can avoid the phenomenon of overfitting.37 The 
results obtained in this study demonstrate that BRF can effectively address the issue of classification bias arising from 
unbalanced data. This finding could serve as a useful reference for predicting unbalanced data in the biomedical field.

Most models currently being developed utilise traditional statistical methods. In model construction and utilisation, 
advanced statistical methods and machine learning techniques have not been fully exploited to enhance the predictive 
capability of the model.38 In this study, we utilised not only advanced unbalanced integrated models but also incorporated 
other effective machine learning methods to improve model performance. For instance, missing value filling was 
implemented based on missing forests,39 model optimisation was conducted using GridSearchCV,40 and feature filtering 
was performed using XGBoost.41 In summary, the BRF model demonstrated significant advantages in handling 
unbalanced data in the CHD comorbid with hypertension dataset. The use of BRF in this study has established 
a strong foundation for predicting the clinical prognosis of patients with CHD comorbid with hypertension. Accurate 
predictions of adverse outcomes can facilitate doctors to promptly adjust their treatment plans for better prognosis and 
treatment.

Figure 4 Feature importance (A) and model interpretability (B). 
Notes: RBC, red blood cell count; LDH, lactate dehydrogenase; APOA1, Apolipoprotein A1; HR, heart rate; GLU, blood glucose; BMI, Body Mass Index; CKMB, Creatine 
Kinase Isoenzyme; K, potassium; AST, glutamic oxalacetic transaminase; Mg, magnesium; Ca, calcium; Na, sodium; AST/ALT, glutamic-oxalacetic transaminase/ glutamic- 
pyruvic transaminase; Cl, chlorine; P, phosphorus; COPD, chronic obstructive pulmonary disease; PCI, Percutaneous Transluminal Coronary Intervention).
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Figure 5 Illustration of the model results with eight sets of samples. 
Note:1= Survivors, 0= Nonsurvivors.
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Although many machine learning models can display variable importance, it can be challenging to explain the impact of 
each variable on the model. In addition, the lack of interpretability of machine learning models for clinicians is a major 
obstacle in biomedical machine learning. In this study, we utilised machine learning techniques to explain the importance of 
features in a particular model. Specifically, SHAP was employed to elucidate the significance of each feature. Age, BMI, 
RBC, lactate dehydrogenase, COPD, apolipoprotein A1, creatine kinase isoenzyme, blood potassium, blood calcium, and 
heart rate were identified as significant predictors. The importance of these factors has been confirmed in other studies. 
Studies have indicated that low levels of apolipoprotein A1, as well as high or low BMI and high levels of blood potassium, 
may exacerbate coronary atherosclerosis, which is associated with an increased risk of CHD and hypertension.42–44 In 
patients with COPD, the increase in intrathoracic pressure due to dyspnoea-induced hyperinflation of the lungs can result in 
excessive activation of sympathetic nerves and decreased sensitivity to pressure-sensitive receptors. These factors contribute 
to elevated blood pressure, which can worsen the progression of primary diseases such as CHD;45 both lactate dehydrogenase 
and creatine kinase isoenzyme are independent risk factors for CHD.46,47 Low blood calcium levels have been associated 
with a higher incidence of hypertension, and blood calcium plays a role in promoting sodium excretion, which can lower 
blood pressure. Additionally, blood calcium can affect the synthesis of norepinephrine, inhibiting the development of 
atherosclerosis.48 Rapid heart rate may contribute to an increased risk of hypertension, while elevated blood pressure can 
damage heart function. Increased heart rate in patients with CHD comorbid with hypertension may lead to rupture of 
atherosclerotic plaques and form block cardiovascular and cerebrovascular thrombosis.49 Studies have confirmed that age is 
the most significant factor, and the mortality rate of elderly patients with CHD comorbid with hypertension is higher.50 

Additionally, red blood cell count was identified as one of the top 20 important variables in this study, which has been 
infrequently reported in previous CHD studies. These results suggest that the RBC count is an effective independent risk 
factor for mortality in patients with CHD comorbid with hypertension. The prognostic significance of these factors in patients 
with CHD and comorbid hypertension merits attention.

The next step of this research plan is to introduce an online risk prediction platform based on the prediction model, 
and integrate the unbalanced ensemble prediction model and SHAP into the online platform through the interactive 
module by Streamlit, This will enable ordinary patients and medical staff can judge the risk of disease according to the 
clinical indicators of patients in real time. This provides theoretical support for clinicians to adjust diagnosis and 
treatment methods and patients to change their lifestyle promptly. The establishment of this system is expected to 
improve the prediction accuracy of patients with coronary heart disease complicated with hypertension and make medical 
decision-making more personalized and accurate.

Limitations and Development
All patient information in this study was collected within the Shanxi Province, resulting in a potential geographical bias. 
Therefore, we plan to collect data from hospitals nationwide and use information from various regions and hospitals as an 
external validation set for the model. Moreover, because the information collected in this study is limited to structured 
data, further research is required to extract and utilise unstructured data and incorporate additional features such as 
imaging data, biomarkers, environmental factors, lifestyle habits, and psychological changes to improve the model’s 
predictive performance. Another limitation of this study is that it only discusses the prognosis of patients with CHD 
comorbid with hypertension. Although this study achieved conclusive results, further improvement is still possible. With 
the rapid development of artificial intelligence and big data, future research will combine more extensive data for 
different levels of research.In the future, we plan to conduct subgroup analysis among different populations to analyze 
whether there are differences in the efficacy of the prediction model among different populations.

Conclusion
In this study, the unbalanced ensemble algorithm effectively improved the prognosis of death outcomes of patients with 
CHD comorbid with hypertension and classified them accurately. This method can solve the problem of unbalanced 
datasets in future medical research. Simultaneously, the advanced machine learning model and SHAP can visually 
explain the variables affecting the performance of the model. Our study might help clinicians better understand the 
severity of the disease and promptly adjust the treatment plan.
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