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Purpose:  Chatbots, which are based on large language models, are increasingly being used in public health. However, the 
effectiveness of chatbot responses has been debated, and their performance in myopia prevention and control has not been fully 
explored. This study aimed to evaluate the effectiveness of three well-known chatbots—ChatGPT, Claude, and Bard—in responding to 
public health questions about myopia.
Methods:  Nineteen public health questions about myopia (including three topics of policy, basics and measures) were responded 
individually by three chatbots. After shuffling the order, each chatbot response was independently rated by 4 raters for comprehen-
siveness, accuracy and relevance.
Results:  The study’s questions have undergone reliable testing. There was a significant difference among the word count responses of 
all 3 chatbots. From most to least, the order was ChatGPT, Bard, and Claude. All 3 chatbots had a composite score above 4 out of 5. 
ChatGPT scored the highest in all aspects of the assessment. However, all chatbots exhibit shortcomings, such as giving fabricated 
responses.
Conclusion:  Chatbots have shown great potential in public health, with ChatGPT being the best. The future use of chatbots as 
a public health tool will require rapid development of standards for their use and monitoring, as well as continued research, evaluation 
and improvement of chatbots.
Keywords: chatbot, large language model, public health, myopia

Introduction
Myopia has become a major public health problem, affecting physical and mental health, learning and employment. It is the 
leading cause of visual impairment worldwide.1 The prevalence of myopia was 39.6% in Korea,2 39.1% in France,3 41% in 
Canada,4 and 65.48% among junior high school students in China.5 It has been predicted that nearly 50% of the world’s 
population will be myopic by 2050 (approximately 4.758 billion people).6 Myopia usually occurs in childhood and 
adolescence and is irreversible once it occurs.7 Delaying the age of onset of myopia reduces the risk of high myopia and 
even blindness later in life.8,9 It is therefore very important to make progress in the early prevention and control of myopia.

Unfortunately, there is a general lack of public awareness of myopia.10,11 Disease prevention and control authorities 
need to respond globally by improving spectacle coverage and related health education efforts.12 In addition, public 
health resources vary from place to place. In underdeveloped regions, there is a shortage of public health personnel to 
provide systematic services. These personnel receive limited education and face challenges in updating their knowledge 
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base.13–15 The need for prevent and control myopia places enormous demands on the healthcare system. Effective use of 
available resources, especially artificial intelligence, is therefore crucial.

Chatbots can provide highly targeted and accessible responses, which can help public health workers improve 
efficiency, increase health response capacity and reduce workload.16–19 Chatbots, which are based on Large Language 
Models, can draw on vast amounts of data to provide responses, support multiple languages, and interact in a human-like 
manner.20 Notable chatbots include OpenAl’s ChatGPT, Google’s Bard and Anthropic’s Claude.

However, chatbots do have their drawbacks and errors may be made in their responses.21 In the field of ophthalmology, 
the quality of information provided by chatbots has already been evaluated. The evaluation has covered a range of ocular 
conditions, including myopia, lacrimal drainage disorders, macular degeneration, and other conditions.22,23 The majority of 
this research has been conducted from a clinical diagnostic and care perspective. Nevertheless, the quality of the chatbot’s 
responses to ophthalmological queries from a public health perspective, particularly with regard to myopia prevention and 
control, remains uncertain. Furthermore, there has been limited research conducted on Claude in comparison to ChatGPT 
and Bard. Developed by former OpenAI employees, Claude has similar use cases to those of ChatGPT and Bard, and it 
deserves to be evaluated.24 To drive future research, understand the potential harms of chatbots and mitigate negative 
societal impacts, it is important to clearly evaluate the effectiveness of chatbots on specific problems.

The objective of this study was to evaluate and compare the effectiveness of three chatbots —ChatGPT, Claude and 
Bard— in responding to questions about myopia prevention and control with regard to word count, comprehensiveness, 
accuracy and relevance. This study aims to scientifically and accurately assess the ability of chatbots to assist public 
health workers. This study can provide a theoretical basis for chatbot developers and researchers to carry out subsequent 
optimization and application.

Methods
Ethics
As the data were publicly available and no patients were involved in the study, ethics committee approval was not 
required.

Questions Selection
The 19 questions for this study were selected from an article entitled “NCDC Releases | Technical Expert Answers on 
Public Health Interventions for Prevention and Control of Myopia in Children and Adolescents” by the Institute of Child 
and Adolescent Health of Peking University (https://mp.weixin.qq.com/s/c22KmC-XqJKlm2BuTLUt-Q). This institute is 
a technical support unit on child and adolescent health and school health for the Ministry of Education of the People’s 
Republic of China, the National Health Commission of the People’s Republic of China and others.25 It has taken on the 
tasks of policy and regulation drafting, scientific research, technical guidance, management consultancy and training of 
professional and technical staff in China’s national child and adolescent health and school health programs, and has 
a high degree of authority.25 To understand the effectiveness of chatbot responses on different topics, the 19 questions are 
grouped into three topics: policy (8, 12, 14, 16, 17, 19), basics (1, 4, 5, 9, 11, 15, 18), and measures (2, 3, 6, 7, 10, 13).

Generating Responses
ChatGPT (version GPT-4.0, OpenAI, California, USA, https://chat.openai.com/), Claude (version Claude 2, Anthropic, 
California, USA, https://claude.ai/) and Bard (Google, California, USA, https://bard.google.com/) were used to respond 
to the questions from 20 October, 2023, to 22 October, 2023.

Prompt engineering is the method by which a chatbot’ response is guided by the explicit definition of the desired style 
of output. This approach can enhance the quality and relevance of the response.26,27 To standardize the responses, the 
same prompt (Appendix 1) was entered into the dialogue box before each question, which could place the chatbots in the 
role of a “public health expert”. After the bots responded, the 19 questions were manually entered into the input boxes of 
the three chatbots in turn. In total, 57 responses were collected (Appendix 2). In order to avoid historical conversation 
interference, the chat box was reopened for each new response.
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Content Evaluation
The responses relating to the prevention and control of myopia were evaluated by four raters (L.L., R.L., Y.W., C.H). 
who possessed a profound understanding of the subject matter. The raters collectively have an average of over 20 years’ 
experience working in school health or academia, which provides them with a considerable reservoir of expertise and 
insight. To reduce bias, information about the chatbot characters was removed from the responses. Then, in the text given 
to the raters, the three responses from different chatbots for each question were sorted in random order. The chatbots’ 
responses are scored independently by the raters for comprehensiveness, accuracy, and relevance. Each aspect is rated on 
a scale of 1–5, with higher scores indicating better. (Comprehensiveness: ① 1 point: incomplete, very little detail; ② 2 
points: somewhat comprehensive, with basic detail; ③ 3 points: moderately comprehensive, with some detail; ④ 4 
points: relatively comprehensive, with a fair amount of detail; ⑤ 5 points: very comprehensive, with exhaustive detail. 
Accuracy: ① 1 point: completely inaccurate; ② 2 points: more inaccurate than accurate; ③ 3 points: accurate and 
inaccurate are about equal; ④ 4 points: more accurate than inaccurate; ⑤ 5 points: completely accurate. Relevance: ① 1 
point: very irrelevant; ② 2 points: irrelevant; ③ 3 points: somewhat relevant; ④ 4 points: fairly relevant; ⑤ 5 points: 
very relevant).

Statistical Analysis
Statistical analysis was performed using SPSS 21.0 (SPSS, Chicago, Illinois, USA). The mean score of the four raters 
was calculated for each question. The composite score is the mean of the comprehensiveness, accuracy and relevance 
scores. Rating results were described using indices of central tendency (mean and median) and indices of variability 
(minimum, maximum, standard deviation, standard error and coefficient of variance). Cronbach’s α and intraclass 
correlation coefficient (ICC) were calculated to assess the reliability of the questions. To assess the responses, the scores 
were compared using a one-way ANOVA or the Kruskal–Wallis test, as appropriate. Bonferroni corrections for multiple 
comparisons were performed. A p-value of less than 0.05 was considered statistically significant.

Results
Reliability of Questions
The internal consistency reliability coefficients Cronbach’s α, and ICC for the question as a whole and the three topics are 
shown in Table 1. All Cronbach’s α values exceeded 0.7, and all ICCs were statistically significant. This indicates a high 
level of reliability for the questions as a whole and three topics of policy, basics and measures.

Word Count in Response
Figure 1 shows the word count for each response generated by the three chatbots. Table 2 presents descriptive statistics on 
the word count in the responses of the three chatbots. The Kruskal–Wallis test was used to find statistically significant 
differences in the word count in the responses of the three chatbots. Significant differences among the word count of all 
three chatbot responses were found in post-hoc analyses using Bonferroni adjustment. ChatGPT produced the highest word 
count (median = 479), followed by Bard (median = 334), with Claude producing the lowest (median = 205) (Table 3).

Table 1 Reliability of Questions

Number of  
questions

ICC single p value ICC average p value Cronbach’s α

All topics 19 0.406 <0.001*** 0.928 <0.001*** 0.940
Policy 6 0.512 <0.001*** 0.863 <0.001*** 0.867

Basics 7 0.280 <0.001*** 0.731 <0.001*** 0.799
Measures 6 0.476 <0.001*** 0.845 <0.001*** 0.842

Notes: ***p<0.001.
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Scores
Scores of Different Aspects
Appendix 3 lists the scores given by the four raters for the three chatbot responses. Figure 2 shows the comprehensive-
ness, accuracy, relevance, and composite scores of the three chatbots. The mean scores of all three chatbots were above 4 

Figure 1 Word count in response from the three chatbots.

Table 2 Word Count in Response from the Three 
Chatbots

ChatGPT Claude Bard

Minimum 327 152 215

Median 479 205 334

Maximum 544 273 564
Mean 465.421 211.053 348.895

SD 60.475 30.325 84.173

SE 13.874 6.957 19.311
Coefficient of Variance 0.130 0.144 0.241

Rank mean 45.53 10.74 30.74

H 42.054

p value <0.001***

Notes: ***p<0.001. 
Abbreviations: SD, standard deviation; SE, standard error;

Table 3 Post-Hoc Analyses of the Word Count of the 
Responses for the Three Chatbots

t SE Adjusted p value

ChatGPT vs Claude 34.789 5.385 <0.001***

ChatGPT vs Bard 14.789 5.385 0.018*
Claude vs Bard −20.000 5.385 0.001**

Notes: *p<0.05; **p<0.01; ***p<0.001.
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for accuracy, relevance and composite scores. ChatGPT had the highest mean scores for comprehensiveness, accuracy, 
relevance and composite, which were 4.566, 4.487, 4.513, and 4.522, respectively.

A one-way ANOVA revealed statistically significant differences in the composite and comprehensiveness scores 
among the three chatbots (Table 4). Post-hoc analyses using the Bonferroni adjustment showed that ChatGPT was 
significantly higher than Claude and Bard in the composite and comprehensiveness scores, while there was no difference 
between Claude and Bard. There was no difference among the three chatbots for accuracy and relevance scores (Table 5).

Scores of Different Topics
Figure 3 shows the composite scores of the three chatbots in the policy, basics and measures topics. The mean scores of 
all three chatbots were above 4 in the topics of policy and measures. ChatGPT had the highest mean scores in the topics 
of policy, basics and measures with 4.542, 4.452, and 4.583, respectively.

A one-way ANOVA showed statistically significant differences among the three chatbots in the policy and measures 
topics. There were no differences among the three chatbots on the basics topic (Table 6). Post-hoc analyses using the 
Bonferroni adjustment showed that ChatGPT’s scored significantly higher than Claude’s in the policy topic. Meanwhile, 

Figure 2 Different aspect scores of three chatbots’ responses.

Table 4 Scores of the Three Chatbots

Comprehensiveness Accuracy Relevance Composite

ChatGPT Claude Bard ChatGPT Claude Bard ChatGPT Claude Bard ChatGPT Claude Bard

Minimum 3.5 3 3 3.25 3.5 2.5 3.5 3.5 3.5 3.417 3.417 3.083

Median 4.5 3.75 3.75 4.5 4.5 4.25 4.5 4.5 4.5 4.583 4.167 4.167

Maximum 5 4.5 4.25 4.75 4.75 4.5 4.75 4.75 5 4.833 4.500 4.417

Mean 4.566 3.750 3.750 4.487 4.289 4.224 4.513 4.368 4.342 4.522 4.136 4.105

SD 0.380 0.373 0.373 0.395 0.346 0.478 0.294 0.305 0.346 0.305 0.274 0.327

SE 0.087 0.085 0.085 0.091 0.079 0.110 0.068 0.070 0.079 0.070 0.063 0.075

Coefficient of Variance 0.083 0.099 0.099 0.088 0.081 0.113 0.065 0.070 0.080 0.068 0.066 0.080

F 29.927 2.120 1.617 11.161

p value <0.001*** 0.130 0.208 <0.001***

Notes: ***, p<0.001. 
Abbreviations: SD, standard deviation; SE, standard error.
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ChatGPT scored significantly higher than Claude and Bard on the topic of measures, while there was no difference 
between Claude and Bard (Table 7).

Discussion
Performance of Chatbot Responses to Myopia Prevention and Control Questions
Chatbots can respond to questions from different perspectives. For example, the responses to question 16 were 
informative, with ChatGPT dividing the focus group into five categories, Claude dividing the focus group into six 
categories, and Bard dividing the focus group into three categories for suggestions. In addition, the chatbots, especially 
ChatGPT, often provided additional content related to the question. This addition increased the comprehensiveness of the 
responses. Ethical considerations were mentioned in some of the chatbots’ responses. For example, ChatGPT mentions 
“respect individual and cultural differences” in question 10 and ethical considerations in questions 7, 8, 14, 15 and 19; 
Claude mentions “respect student privacy” in question 14, also with ethical considerations.

The accuracy of chatbots’ responses is as follows. To illustrate, in question 3, “ If the duration of outdoor activities 
fails to meet the recommended time, will it still be effective in preventing myopia?” A substantial body of evidence from 
scientific studies indicates that engagement in outdoor activities exerts a protective influence against the development of 

Table 5 Post-Hoc Analyses of the Comprehensiveness and 
Composite Scores of the Three Chatbots

Difference in  
means

SE p value

Comprehensiveness

ChatGPT vs Claude 0.386 0.098 0.001**
ChatGPT vs Bard 0.417 0.098 <0.001***

Bard vs Claude 0.031 0.098 1.000

Composite
ChatGPT vs Claude 0.816 0.122 <0.001***

ChatGPT vs Bard 0.816 0.122 <0.001***
Bard vs Claude <0.001 0.122 1.000

Notes: **p<0.01; ***p<0.001.

Figure 3 Different topic scores of three chatbots’ responses.
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myopia in children.28,29 This effect might be attributed to the distinctive properties of natural light and the release of 
retinal dopamine.30 All three chatbots indicated that participation in outdoor activities can contribute to the prevention of 
myopia, even if the time spent outdoors does not reach the recommended threshold. Furthermore, ChatGPT highlighted 
the rationale, indicating that exposure to outdoor natural light stimulates the retina to release dopamine. These responses 
are in accordance with the results of scientific studies.28–30

In regards to question 18, certain companies have made claims on the internet that anti-blue light glasses can prevent 
myopia. However, these claims are misleading. Some studies have indicated that blue light blocking glasses may 
alleviate eye fatigue.31,32 Nevertheless, no studies have documented the protective impact of blue light blocking glasses 
on myopia progression in school-aged children.33 Fortunately, all three chatbots responded objectively. ChatGPT stated 
that the effectiveness of anti-blue light glasses in preventing myopia is not well-established in the scientific literature. 
Claude replied that the evidence is still inconclusive overall. Bard suggested proposed that more research is needed to 
determine if blue light-blocking glasses are effective in preventing myopia. The chatbots also warned about the 
possibility of inaccuracies in their responses. For questions 3, 4 and 18, ChatGPT recommended that the questioner 
consult scientific literature or guidelines. Bard recommended that the ophthalmologist should be informed, as stated in 
the responses to question 18.

The responses provided by the chatbots are frequently pertinent and directly address the posed questions.
While chatbots offer several advantages, they also present certain limitations. Specifically, the responses provided by 

Claude and Bard were frequently less comprehensive in scope and lacked the same degree of detail as those generated by 

Table 6 Composite Scores of the Three Chatbots on Different Topics

Policy Basics Measures

ChatGPT Claude Bard ChatGPT Claude Bard ChatGPT Claude Bard

Minimum 4.250 3.417 4.083 3.417 3.583 3.083 4.500 4.167 4.000

Median 4.583 4.167 4.125 4.583 4.167 4.167 4.542 4.167 4.250
Maximum 4.750 4.333 4.417 4.750 4.500 4.333 4.833 4.417 4.417

Mean 4.542 4.056 4.181 4.452 4.131 3.929 4.583 4.222 4.236

SD 0.209 0.348 0.134 0.469 0.319 0.480 0.129 0.101 0.144
SE 0.085 0.142 0.055 0.177 0.120 0.181 0.053 0.041 0.059

Coefficient of 

Variance

0.046 0.086 0.032 0.105 0.077 0.122 0.028 0.024 0.034

F 6.272 2.658 15.878

p 0.01* 0.097 <0.001***

Notes: *p<0.05; ***p<0.001. 
Abbreviations: SD, standard deviation; SE, standard error.

Table 7 Post-Hoc Analyses of the Three Chatbots in the 
Topics of Policy and Measures

Difference in  
means (I-J)

SE p value

Policy

ChatGPT vs Claude 0.486 0.143 0.012*
ChatGPT vs Bard 0.361 0.143 0.069

Bard vs Claude −0.125 0.143 1.000

Measures
ChatGPT vs Claude 0.361 0.073 0.001**

ChatGPT vs Bard 0.347 0.073 0.001**

Bard vs Claude −0.014 0.073 1.000

Notes: *p<0.05; **p<0.01.
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ChatGPT. This suggests that they are deficient in providing detailed information in comparison to ChatGPT. In addition, 
all three chatbots occasionally produced incorrect content. For example, in question 4, ChatGPT and Bard misinterpreted 
the term “hyperopia reserve insufficiency”. Although Claude understood this term correctly, it incorrectly defined 
“premyopia” as “between −0.50 to −0.75 diopters” (actually “-0.50 to +0.75 diopters”).34 Chatbot’s responses are 
sometimes not relevant enough. For example, in Claude’s response to question 17, the statement “institutional infection 
control and safety practices” refers to infections but not to myopia, and the other sentences do not refer specifically to 
vision or myopia. Sometimes the chatbots responded in general terms.

The study by Sayantan and others23 also addressed issues related to myopia. The results demonstrated that over 70% 
of the responses from the chatbot were rated as either good or very good. In particular, ChatGPT achieved median scores 
of 3.0 and 4.0 (out of 5) for the prevention and treatment of myopia, respectively. However, the median ChatGPT score 
on basics topics (mainly prevention and treatment related basics) in this study was 4.583. The possible reasons for the 
differences in scores may be attributed to the following factors. Firstly, there are discrepancies in the methodology 
employed in the calculation of the scores. In Sayantan’s study, the score was the median of the five raters’ scores for 
a single question on either the prevention or treatment of myopia. In this study, however, the score was the median of the 
composite scores for all questions within the base topic. In the study conducted by Sayantan, the score represented each 
rater’s assessment of the content of the question as a whole. In contrast, in the present study, the composite score was 
derived by calculating the mean of the four raters’ scores for each aspect of each question, and subsequently calculating 
the mean of the scores for these three aspects. Secondly, there is a distinction to be made in terms of the scope of the 
questions. In the study conducted by Sayantan, the questions were of a broader nature, for example, “ How to prevent 
myopia?” In contrast, the questions posed in the present study were more specific in nature, for example, “ What is the 
principle behind using outdoor activities to prevent myopia?”

Differences Among the Three Chatbots
ChatGPT, Claude and Bard have different strengths. ChatGPT is a chatbot publicly released by OpenAI in November 2022 
that uses the Transformer architecture.24 ChatGPT-3 contains 175 billion parameters.35 In March 2023, ChatGPT-4.0 was 
released with improved linguistic generation and multi-turn dialogue.36 In this study, ChatGPT provided the most complete 
and comprehensive responses.

Claude was Anthropic’s March 2023 chatbot release, which also uses the Transformer architecture.21 Claude2 was 
released in July 2023, and it performs well in coding, mathematics and reasoning.37 In the study by Alkuraya and 
others38 dealing with complex genetic problems, once did Claude appeared to respond completely correctly. In addition, 
Claude2’s context window (the amount of information that can be processed in a single chat) is up to 100K, which means 
that it is capable of processing about 75,000 words in a single command (about 272 pages of a book).37 Standing out 
from ChatGPT-4.0 (8K or less) and Bard (2K or less), Claude2 can ingest entire books for health professional and 
process long-term disease data.37

Bard, a chatbot released by Google in March 2023, is powered by LaMDA and trained on 540 billion parameters.39 It 
is trained in dialogue and can distinguish between open and closed discussions.40 Bard can keep up with the latest 
information on the Internet and provide real-time, up-to-date content in a way that ChatGPT and Claude cannot.

In this study, ChatGPT was the most effective at responding to public health questions related to myopia and had the 
highest mean scores for comprehensiveness, accuracy and relevance. A review article showed that compared to other 
chatbots ChatGPT performed optimally in answering ophthalmology questions.22 In other chatbot comparison studies, 
ChatGPT was found to be more effective than Bard in medical examinations,41–43 myopia care44 and neurosurgery.45 

ChatGPT outperformed Bard and Claude on the Licensing Medical Examination46 and in Medical Arthropodology 
learning objectives.47 ChatGPT and Claude are equally optimal on candidate gene selection48 and rheumatic disease 
identification.37 Bard and ChatGPT were found to have higher response accuracy, whereas Claude performed better in 
empathy and expression.49

In conclusion, each of the three chatbots possesses distinctive strengths, as evidenced by their respective performance 
in diverse scenarios. In the case of ChatGPT, in particular, its excellence has been widely acknowledged by the academic 
community, with numerous studies confirming its efficacy and impact in a range of application areas.37,41–49
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Role of Chatbot
Myopia prevention is urgent. The three chatbots in this study provided comprehensive, accurate and relevant responses 
about myopia prevention policy, basics and measures.1 Chatbots can interact with the public and provide convenient, 
easy-to-understand, and targeted information to improve the public’s health literacy and ophthalmic knowledge. Chatbots 
can provide myopia health education, explaining the rationale and offering advice to different populations. Chatbots can 
also assist public health personnel by providing myopia prevention strategies, planning activities, improving work 
efficiency, and initiating various myopia control measures. On the economic side, the direct cost of myopia correction 
in the United States alone is at least $3.8 billion per year, which could be reduced through the use of chatbots.50

Similarly, other studies have shown that chatbots play an important role in public health. Ayers and others51 

conducted a study in which they evaluated the responses of doctors and chatbots to patient questions taken from 
a forum. The study found that chatbots provided 3.6 times the number of high-quality responses and 9.8 times the 
number of empathetic responses, outperforming doctors in 78.6% of responses. Ayers and others52 also found that 91% 
of ChatGPT’s responses to public health questions were identified as evidence-based. In addition, 22% of responses 
referred to relevant government-recommended resources such as helplines. In their study, Duong and others53 found that 
ChatGPT’s accuracy (68.2%) in responding to 85 multiple-choice questions about human genetics was not statistically 
different from that of humans (66.6%), with the chatbot’s accuracy slightly higher.

Chatbots can be a valuable tool for disease prevention, health advice and public health decision-making. However, it 
is important to note that chatbots should not be relied upon as the sole source of public health advice.

Shortcomings of Chatbots
Content Errors
The most significant issue identified in this study was the inclusion of fabricated information in the chatbots’ responses. 
This issue, known as “hallucination”, involves generating text that, while semantically or syntactically correct, is factually 
incorrect or meaningless.54 Similar to this study, McGowan and others55 found that ChatGPT-3.5 generated citations with 
only 6% accuracy, and Bard 2.0 generated citations with all errors. Only 33.0% of the responses generated by ChatGPT 
were correct on the French medical school entrance examination.56 What’s more, the study found that chatbots would 
analyze questions correctly but draw the wrong conclusions. For example, Alkuraya and others38 found that when 
responding to a question about the simultaneous risk of two diseases, ChatGPT, Claude, and Bard all inaccurately 
concluded the probability of having a healthy child, despite correctly identifying the inheritance patterns of diseases.

Possible reasons for the hallucinations are listed below. (1) Text generation method: Illusion is inherent in chatbots.57 

This is because the chatbot’s output is probabilistic.55 It decomposes the incoming text into words and subwords, uses an 
attention mechanism to weigh the importance of different parts of the input sequence, and then iteratively searches for 
words that occur at the same time as those words until it generates a coherent output sequence.58 (2) Cannot be updated 
in real-time: Some chatbots are trained on datasets from a specific period and cannot refer to new research or guidelines 
in real-time.59 (3) Lack of specific expertise: Chatbots are trained on general text data and do not have access to 
professional databases.60 (4) Difficulty dealing with complex situations: Medical issues often require reasoning based on 
multiple variables. Chatbots may have difficulty understanding and accurately explaining the complexity of certain 
studies.61 (5) Sensitive wording of questions: If questions are not worded precisely enough, chatbots will not be able to 
understand them correctly.62

Others
Claude and Bard’s responses are not as comprehensive as ChatGPT’s. This may be due to the fact that ChatGPT was 
trained on a larger dataset with a more extensive and diverse data.

Three chatbots sometimes responded in generalities, and similar situations have occurred in other studies. For 
example, ambiguous advice was given by 4 chatbots in clinical medicine in the study by Wilhelm and others.63 In the 
study by Gao and others64 the evaluators distinguished between abstracts generated by the chatbot and those generated by 
humans. They found that the chatbot-generated abstracts were superficial, ambiguous and occasionally overly detailed.
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Chatbots also have some hidden dangers. (1) Dangers in input data: If a user enters a malicious message, the chatbot 
will display an error message to other users. This is because the information the user enters into the chatbot can be 
incorporated into the model.65 (2) Privacy issues: Similarly, the private information entered by the user will be included 
in the training set, which will then be available to other questioners, resulting in a breach of privacy.66 (3) Language 
limitations: Chatbots have limited ability to respond to questions in less commonly spoken languages.67

Prospects
Chatbots, as a tangible manifestation of artificial intelligence, enable interaction with users through the utilization of 
technologies such as natural language processing (NLP) and machine learning (ML).68 Currently, they are being used in 
a wide range of fields, including healthcare,67 finance,69 management,70 sociology71 and education.72 They bring new 
ideas and challenges to the field of public health, because of their ability to quickly retrieve information and make 
decisions. The utilization of AI-powered chatbots has the potential to reduce the workload of public health professionals, 
particularly in the context of myopia prevention and control. However, it is important to recognize that such technology 
cannot replace the expertise of human professionals.73 Critical thinking is required when using them.

Considering the current circumstances, potential avenues for further research directions can be identified in the 
following aspects. The initial direction is to explore further standardization of the application of future chatbots in public 
health. (1) Developing a standardized and rigorous data management and validation process for chatbots is crucial, along 
with establishing guidelines for verifying the authenticity of responses. This will make it easier to assess the accuracy of 
the information provided. (2) To ensure greater accuracy and reliability, manual management should be included in 
content validation and fact-checking. (3) Collaboration between public health agencies and AI companies is necessary to 
ensure that chatbots meet the needs and requirements of the health field. It is important to involve experts in public health 
and related fields in the development and evaluation process of chatbots. Public health experts can suggest appropriate 
databases to be included in the training set to enhance the chatbots’ ability to answer public health queries. (4) To ensure 
the protection of user privacy, it is important to establish clear guidelines and an ethical framework for the collection, 
storage and use of user input data. Sensitive information in question should be handled appropriately, and data 
anonymization should be ensured. Second, further research could explore how chatbots can utilize precise data to 
provide personalized prevention and control advice to individuals. For example, a chatbot could identify ocular behavior 
based on the duration of time a user’s wearable device records the use of electronic devices, the length of time spent 
outdoors, and other factors, while suggesting rest periods in conjunction with the results of a vision assessment. Thirdly, 
further research is required to determine how professional medical resources could be integrated in order to enhance their 
role in public health management. For example, chatbots collaborate with ophthalmologists to facilitate remote con-
sultations when required.

As performance and policy continue to improve, chatbots will undoubtedly play an increasingly important role in public 
health. Researchers predict that by 2030, AI will influence 14% of the world’s products, half of which will increase 
productivity.74 Chatbots can assist in health decision-making, provide personalized advice, conduct health surveillance, 
predict diseases, enable telemedicine, optimize intervention strategies, facilitate health education and more.75,76 It has the 
potential to revolutionize public health practices and enhance the effectiveness of public health system management.

Strengths and Limitations
The advantages of this study are as follows. First, it explored the performance of chatbots on myopia-related public 
health issues, evaluating policy concerns in myopia prevention and control that have not been previously studied. Second, 
it simultaneously compared three chatbots, including Claude. Despite their recognition, few studies have evaluated the 
effectiveness of Claude’s responses. Furthermore, in the research design, any characteristic information of the chatbots 
has been excluded from the responses, which have been randomly assigned. This ensures the study’s reliability and 
reduces bias. Finally, this study evaluated the chatbots based on four key criteria: word count, comprehensiveness, 
accuracy, and relevance. The evaluation was detailed and meticulous, covering several key dimensions.

Nevertheless, the study has several limitations. First, the ratings are inconsistent in some responses and may contain 
subjective evaluations. Therefore, the mean scores of the four raters were used for analysis in this study. Secondly, only one 
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response was evaluated for each question in this study. However, chatbots often provide different responses to the same 
question, which could potentially affect the reliability of the results.53 So, to guarantee the reliability of the results, a series 
of questions on each topic were posed to the chatbots. Finally, the results of this study can only represent the current 
situation. Chatbots continue to improve through iterations and database updates, and results may change in the future.

Conclusion
Overall, the study demonstrated that the three chatbots were effective at responding to public health questions about 
myopia. ChatGPT’s responses outperformed those of Claude and Bard in terms of comprehensiveness, accuracy and 
relevance. Chatbots can play an important role in public health as powerful tools to improve efficiency. However, 
chatbots also have limitations, such as fabricated responses, and need to be used with caution. Moving forward, it is 
imperative to promptly develop standards for the use and management of chatbots. Further research, validation, and 
enhancement of chatbots for public health applications are essential.
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