BOSTON Evaluation of the Reliability of Electro-
R Y Photonic Accelerators

Shyna Kashi''?>**, Farbin Fayza®, Cansu Demirkiran?, Carlos A. Rios Ocampo?*, Ajay Joshi’
Montgomery Blair High School, Silver Spring, MD 20901'; Department of Electrical and Computer Engineering, Boston University,
Boston, MA 02215%; Department of Materials Science and Engineering, University of Maryland, College Park, MD 207423; Institute for
Research in Electronics and Applied Physics, University of Maryland, College Park, MD 20742*

1. Introduction 2 Methods

Photonic computing uses light to represent and process data rather than electricity
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Here, we analyze the error tolerance of PhotoHDC to estimate the achievable bit precision:
e Blue bars represent the average standard error of each insertion loss (IL) variation level

4. Discussion/Conclusions

e Vertical lines indicate the bit precision that a given PhotoHDC architecture size and Summary:

variation combination can achieve e Photonic circuits can be precisely modeled using S-matrix-based simulations

e The Monte Carlo Analysis simulation allowed us to analyze the error
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Observations:
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