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e Represents a set of integers using coprime modul

e (Mm=m1l, m2, m3)

e Multiple low precision operations can combine to form
a high precision operation

e Closed under addition and mulfiplication

e Doesn't require the carrying of digits in these
operations

Moduli: [1023, 1024, 1025)




